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Abstract— The concept of hybrid energy systems has emerged as a distinct alternative in the past few decades, with the aim of enhancing
the resilience and adaptability of energy systems to fluctuations and diverse energy sources. One of the principal objectives of hybrid
energy systems is to mitigate the environmental repercussions associated with the generation and utilization of energy. Using more than
one energy source at the same time, like solar panels, wind turbines, and combined heat and power (CHP) systems, has many benefits,
such as higher efficiency, less reliance on fossil fuels, and lower greenhouse gas emissions. This study presents an optimal approach
for the design of hybrid energy systems utilizing the Firefly algorithm within the given paradigm. Incorporated into the structure are
vital components like wind turbines, solar panels, combined heat and power (CHP) systems, battery storage, and converters. Furthermore,
it considers the various uncertainties pertaining to production capacity, demand, and costs. The firefly optimization technique is being
employed to effectively identify the most optimal solutions within a context characterized by several uncertainties. The optimization results
of this framework are demonstrated to be superior in effectiveness and efficiency when compared to those obtained from other optimization
algorithms. This finding provides confirmation of the algorithm’s effectiveness and efficiency in enhancing the performance and stability of
hybrid energy systems.

Keywords—Hybrid energy systems, firefly algorithm, optimization, renewable energy, wind turbines, solar panels, combined heat and
power (CHP) systems.

1. INTRODUCTION

Global energy challenges have sparked the search for ideal
energy usage solutions. Hybrid energy systems, which have
become more common in recent years, provide new opportunities
for improving energy efficiency [1]. These systems efficiently
handle several types of loads, such as thermal and electrical (both
AC and DC), inspiring academics to envision prospective energy
models [2, 3]. These systems are hard to understand because they
use solar, wind, combined heat and power, and energy storage
technologies. It’s especially hard to figure out how to predict and
improve things like wind turbines, solar panels, battery storage,
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converters, and combined heat and power systems [4].
However, in order to properly design complex systems, it is

essential to use strong optimization techniques that can identify the
best solutions even in the presence of non-convex, non-linear, and
discrete choice factors [5]. The design process for such systems
entails the application of optimization techniques to guarantee
superior efficiency, optimal usage of resources, and a reduction
in costs [6–8]. To tackle various optimization problems in this
field, one must comprehend the intricate interplay between system
components, handle non-convex and discrete decision variables,
and adapt to dynamic conditions [9, 10].

Recent studies have presented optimization models that
specifically target dependability in the integration of multi-
energy systems, with a particular emphasis on electricity and
natural gas [11, 12]. These models strive to enhance performance
and dependability in interconnected energy systems that integrate
various sources and carriers. By considering uncertainties, network
restrictions, demand patterns, and various decision factors, these
approaches aim to optimize the design, operation, and integration
of different energy systems [13, 14].

To successfully integrate many energy carriers and sources, it
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is necessary to utilize optimization frameworks that are skilled
in handling complex linkages between various systems. Recent
efforts have focused on developing sophisticated optimization
models that utilize mathematical programming and algorithmic
approaches. These models aim to create robust and dependable
solutions for multi-energy systems [15, 16]. The main objective of
this research is to guarantee the dependability and durability of
interconnected energy networks while improving their functioning.
It is essential to effectively handle uncertainties associated with
swings in demand, changes in prices, and disruptions in supply.
Successful integration of multi-energy systems necessitates careful
consideration of reliability measures, network restrictions, and the
interplay between electricity and gas networks [17–19]. Studies
have focused on conducting optimization analyses to discover the
specific types and capacities of equipment needed for planning
hybrid energy systems [20]. The main focus of this research is to
analyze the limitations of natural gas and electrical networks and
develop a hybrid energy system that combines various renewable
resources, such as wind turbines, solar panels, and diesel engines.

Furthermore, studies have investigated the possible utilization
of storage systems to improve the economic and technological
effectiveness of autonomous hybrid energy systems that depend
on renewable sources [21]. These studies concentrate on reducing
the operational expenses of autonomous hybrid energy systems by
optimizing their objective function [22, 23]. The integration of
various energy sources in a hybrid configuration, together with the
use of storage devices, seeks to address issues pertaining to the
reliability, consistency, and cost-effectiveness of energy delivery
[24]. The objective of these studies is to enhance power use,
optimize the efficiency of resources, and assess the economic
viability by taking into account the original investment expenses,
operational costs, and possible revenue generated from surplus
energy production [25, 26].

Examining the implementation of storage system deployment,
strategies for managing load, and economic modeling in
hybrid energy systems is a crucial milestone in the pursuit
of sustainable and resilient energy solutions [27, 28]. This
method not only addresses current energy requirements but also
strategically anticipates future energy obstacles, promoting a more
environmentally friendly and sustainable energy landscape [29, 30].
The focus of research has mostly been around enhancing the
efficiency of multi-resource energy systems through the integration
of renewable and conventional energy sources, including wind
turbines, solar panels, energy storage, and gas turbines. The
primary obstacle revolves around resolving uncertainty in the
availability of renewable energy sources, specifically solar panels
and wind turbines, in autonomous hybrid energy systems [31–33].
Scientists have developed advanced operational models that utilize
probability to reduce operational expenses in virtual power plants
that consist of several energy sources. Concurrently, research has
examined hybrid energy systems that prioritize diesel generators,
solar panels, and biomass energy. These studies have analyzed
the expenses associated with energy across various load profiles
[34, 35].

Furthermore, thorough cost assessments have compared hybrid
energy systems that are connected to independent upstream
networks. A notable study was conducted to enhance the
efficiency of a self-sustaining hybrid energy system that includes
combined heat and power (CHP), solar panels, wind turbines, and
electric vehicles. The main objective was to minimize operational
expenses while also addressing environmental concerns [36–40].
Nevertheless, this research has revealed significant constraints in
modeling, such as insufficient efficacy of objective functions,
neglect of technology and economic limitations, and restrictions
within evolutionary optimization methodologies. To improve the
accuracy, convergence, and flexibility of energy system modeling,
it is crucial to address these limitations [41, 42].

Mr. Javed et al [43] conducted a study on an operational
strategy and optimization problem for a hybrid, off-grid solar-wind

system. The research concentrated on a pumped hydraulic battery
storage system. Additionally, a nonlinear optimization problem
for the system was described. The results demonstrated that FA
exhibited superior performance.

The aforementioned studies highlight several shortcomings in
modeling, including ineffective and inadequate objective functions,
neglect of technical and economic limitations, and limitations
within evolutionary optimization techniques, such as inadequate
accuracy, premature convergence, and inflexibility. This article
introduces a methodology for maximizing the efficiency of hybrid
energy systems by employing the Firefly Algorithm optimization
algorithm. The framework includes wind turbines, solar panels,
and battery storage technologies. The integration of the suggested
hybrid energy system with the existing network also takes into
account limitations on power exchange. The target functions
encompass the expenses associated with installation elements,
including capital investment, maintenance costs, CHP fuel prices,
projected load shedding costs, and power exchange charges.
Moreover, this framework includes a full range of limitations
associated with hybrid energy systems.

Within the domain of scholarly research, it is apparent that
there are numerous deficiencies in energy system modelling,
namely in the field of optimization. This requires the creation
and implementation of more effective and resilient optimization
approaches. Therefore, this study presents a new approach to
enhance the efficiency of hybrid energy systems by utilizing the
Firefly Algorithm optimization tool.

The primary contribution of this study is the development
of an optimized framework for hybrid energy system design,
aimed at addressing critical deficiencies identified in earlier
modeling approaches. Hybrid energy systems offer a promising
approach to enhancing energy resilience and sustainability by
leveraging multiple renewable and conventional energy sources.
However, the design and optimization of these systems pose
significant challenges due to complex interactions between various
components and operational uncertainties. In this work, we propose
an integrated approach that incorporates essential components such
as solar panels, wind turbines, battery storage devices, combined
heat and power (CHP) systems, and converters. By optimizing the
configuration and operation of these components using the Firefly
algorithm, we aim to achieve enhanced stability, flexibility, and
efficiency in hybrid energy systems. Key aspects considered include
the dynamic interactions between the recommended hybrid energy
system and the broader network, along with constraints related
to power exchange and operational parameters. To assess cost-
effectiveness, the framework integrates diverse cost components as
objective functions, encompassing installation costs, maintenance
expenses, CHP fuel costs, predicted load-shedding costs, and power
transactions. Through the application of advanced optimization
techniques, this framework not only improves the effectiveness
of hybrid energy system design but also provides insights into
achieving optimal system performance under various operational
scenarios and uncertainties. The proposed approach represents a
significant advancement in the optimization of energy systems,
offering practical solutions to improve efficiency, sustainability,
and resilience in power engineering applications. The findings
from this study contribute to the growing body of knowledge on
hybrid energy systems optimization, providing valuable guidance
for engineers, researchers, and policymakers seeking to implement
more sustainable and robust energy solutions in practice.

2. OPTIMAL MODELLING OF INTEGRATED
ENERGY SYSTEMS AND EQUIPMENTS

The integrated energy system discussed in this article
encompasses wind turbines, solar panels, combined heat and
power (CHP), battery storage, as well as direct current (DC),
alternating current (AC), and thermal loads. To enhance the
efficiency of this system, it is important to thoroughly elaborate on
the equipment model employed, as outlined below.
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The power generated by solar panels is contingent upon weather
conditions, radiation levels, and panel temperature. Eqs. (1) and
(2) are used to model the output power of solar panels [44].

Psp (t) = Nsp ·
{
p̃sp ·

(
v

vref

)
· [1 + ϑ · (Tc − Tref )]

}
∀t ∈ T

(1)

Tc = Tair + [((Tnomm − 20) /800) · v] (2)

The aforementioned equations involve the variables Nsp
(representing the quantity of solar panels), p̃sp (representing the
nominal power of each solar panel), solar radiation, and ϑ the
temperature coefficient of the solar panel. The temperature of the
solar panel cell is denoted as 1/C, while Tair represents the air
temperature, and Tnorm refers to the operational temperature of
the solar panel.

Wind turbines are divided into four distinct zones based on the
wind speed. The wind turbine has 0% production power in both the
first and fourth zones. In the second functional zone, the turbine’s
output power is directly proportional to the wind speed raised to
the third power. The third region, referred to as the constant power
region, maintains a consistent and equivalent value. The Eqs. (3)
and (4) are used to model the output power of wind turbines [45].

Put (t) = Nwt
0 ; ∀v (t) ≤ vcut−in

a× v(t)3 + b× p̃wt ; ∀vcut−in < v (t) < ṽ
p̃ut ; ∀ṽ < v (t) < vcut−out

0 ;∀v (t) ≥ vcut−out

; ∀t ∈ T

(3)

a =
p̃wt

ṽ3 − v3cut−in

, b =
v3cut−in

ṽ3 − v3cut−in

(4)

In these equations, Nwt denotes the quantity of wind turbines,
p̃wt signifies the rated power of the wind turbine, v (t) represents
the wind turbine’s speed, vcut−in indicates the lower cut-off speed
of the wind turbine, vcut−out corresponds to the upper cut-off
speed of the wind turbine, and ṽ stands for the rated speed of the
wind turbine.

The integrated electricity and heat system cogeneration system
generates electricity and heat by utilizing natural gas as fuel. In
order to meet the thermal demands, the heating network generates
thermal energy, and in order to meet the electrical demands of the
integrated energy system, it generates electric power. Eq. (5) is
used to model the CHP system.

Pchp (t) = αchp ·Hchp + βchp · Tchp + γchp (5)

The gas consumption of the CHP system is determined using
Eq. (6).

fchp (t) =
3.412

GHV

(
Pchp (t) +Hchp (t)

ηchp

)
(6)

The relationships can be defined as follows: Pchp (t) represents
the electrical power produced by the system, Hchp (t) represents
the thermal power produced by the system. Tchp represents the
output temperature of the cap system, while GHV represents the
gross calorific value. ηchp represents the system efficiency. αchp ,
βchp , and γchp are the coefficients of the fuel consumption curve
of the CHP system.

Storage generators function as a backup in the self-sustaining
hybrid energy system. When the power produced by wind
turbines, combined heat and power (CHP) solar panels, and
power exchanged with the upstream network matches the power
required by consumers, the capacity of the battery storage remains

constant, regardless of power transmission limitations. However, if
the production capacity of these devices and the power exchanged
with the upstream network, taking into account power transmission
limits, exceeds the power demanded by customers, the surplus
power is utilized for battery charging. Eqs. (7) to (9) are used to
simulate the battery charging process [46].

Ebs(t) = Ebs(t− 1) · (1− τ)+
Pchbs(t) · ηchbs; ∀t ∈ T

(7)

Pch−bs (t) =

{
dPch−bs (t) dPch−bs (t) ≤ Nc−bs · P̃c
Nc−bs · P̃c dPch−bs (t) > Nc−bs · P̃c

∀t ∈ T
(8)

Pch−bs (t) = [pchp (t) + pbury (t) + psp (t) .ηinv + ...
...pup (t) .η2con

]
− (pload (t) + psell (t)) ; ∀t ∈ T (9)

The equations represent the charge quantity of the battery
storage at time t, denoted as Ebs, and the hourly self-discharge
rate of the battery storage, denoted as τ . The charging power of the
battery storage at time t is denoted as Pch−bs, while the charging
efficiency of the storage is represented by ηchbs. Additionally,
dPch−bs refers to the charging power of the battery at time t.
The efficiency of a converter ηcon . pbury refers to the electricity
acquired from the network supplier, whereas Psell represents the
electricity sold back to the network supplier. The variables in
question are as follows: Pload represents the power demand of
consumers, P̃c represents the nominal power of the converter, and
Nc−bs represents the number of converters in the battery storage
system.

If the production capacity of this equipment, along with the
power exchanged with the upstream network, is insufficient to
meet the power demand of consumers due to transmission limits,
any excess power shortfall is compensated for by batteries. Eqs.
(10) to (12) are used to represent the battery discharge process
[47].

Ebs (t) = Ebs (t− 1) · (1− τ)− Pdch−bs (t) · ηdeh−bs
∀t ∈ T (10)

Pdch−bs (t) =

{
dPdch−bs (t) dPdeh−bs (t) ≤ Nc−bsP̃c
Nc−bs · P̃c dPdch−bs (t) > Nc−bsP̃c

∀t ∈ T
(11)

dPdch−bs (t) = (Pload (t) + Psell (t))− [pchp (t) + . . .
. . . Pbuy (t) + Psp(t) · ηcon + Put(t) · η2con

]
; ∀t ∈ T

(12)

In the above equations, ηdeh−bs represents the efficiency of the
battery storage during discharge, whereas dPdch−bs represents the
power output of the battery storage at a specific time t.

2.1. Formulating the optimal problem through mathematical
modeling
The suggested approach for addressing the optimal configuration

of hybrid energy systems poses an intricate optimization challenge.
This problem exhibits non-linearity, non-convexity, mixed-integer
nature, and substantial magnitude. It involves a wide range of
technological, security, economic, and logical limitations.

The main goal of developing the integrated energy system is to
identify the optimal mix and capacity of equipment to efficiently
handle demand while minimizing total costs. Eq. (13) takes into
account many objective functions, such as investment charges,
maintenance costs, fuel expenditures, and expected load relief
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costs, in order to optimize the design of this comprehensive energy
setup.

Min CT = WI · CI +WM · CM+
WF · CF +WL · CL +WC · CC (13)

In the above relation, WI , WM , WF , WL, and WC represent the
weighting coefficients associated with investment cost, repair and
maintenance cost, fuel cost, load shedding cost, and power exchange
cost with the upstream network, respectively. Furthermore, CI ,
CM , CF , CL, and CC represent the expenses associated with
investment, repair and maintenance, fuel consumption, load
shedding, and power exchanges with the upstream network,
respectively. Additionally, the weighting coefficients for various
objective functions might range from zero to one. In this study,
the weighting factor associated with the investment cost, WI , is
assumed to be equal to one. The coefficients are deemed to be
equivalent to 0.8 for other goal functions. The rationale behind this
is the significance of investment costs in relation to other objective
functions. The investment cost associated with the equipment of
an independent combined energy system is determined using Eqs.
(14) and (15).

CI = CRC · [Nsp · CI, sp +Nwt · CI, wt+
Nbs · CI,bs......+Ncon .CI, con + CI, chp]

(14)

CRC = m · (1 +m)k/
[
(1 +m)k − 1

]
(15)

In the given equations, CRC represents the coefficient of return
on investment, m denotes the interest rate, and k signifies the
lifetime of the integrated energy system. CI,sp, CI,wt, CI,bs and
CI,chp are associated with the investment cost of solar panels and
wind turbines. The components include storage, battery, converter,
and CHP system.

3. OPTIMIZATION OF THE PROBLEM WITH
THE ALGORITHM; SIMULATION

The firefly algorithm (FA) is a meta-heuristic optimization
algorithm. This is a result of the fascinating light emission patterns
that certain firefly species’ bioluminescent activity produces. Firefly
species utilize various rhythmic light flash patterns to communicate
for mating and lure potential prey. As a general principle, only one
firefly is attracted to other fireflies regardless of their sex because
fireflies are considered unisexual. (ii) The brilliance of a firefly
is directly proportional to its attractiveness. Dim fireflies will
gravitate towards brighter fireflies when observing the movement
of two flashing fireflies. If there is no firefly that is brighter or
if all fireflies have the same brightness, their movement in the
search space is random. (iii) The topography of the objective
function governs the luminosity of the firefly. The light intensity at
a distance r is represented by the formula I = I0e

−γr , which is a
combination of light absorption I = I0e

−γr and light attenuation
I = I0/r

2 formulas, resulting in Eq. (16). The attractiveness of a
firefly (β) is calculated using similar formulas and Eq. (17).

I = I0e
−γr2 ≈ I0

1 + γr2
(16)

β = β0e
−γrm ≈ β0

1 + γrm
(17)

The Firefly algorithm utilizes a parameter called m to quantify
the level of attractiveness of a Firefly. This parameter is a
non-negative value. When the value of m is zero, the attractiveness
of the firefly remains consistent, regardless of its distance. The
allure of the firefly diminishes significantly as the value of m
increases and the distance grows. Put simply, the firefly’s attraction

Table 1. The optimal values achieved for the goal function of the hybrid
energy system design issue under various scenarios.

Algorithm FA BA GA
Scenario 1 21140.7 23312.3 23778.7
Scenario 2 19642.3 22154.7 22651.21
Scenario 3 17551.7 19378.4 19774.4

never diminishes to zero, and it’s worth consistently remains above
one. The parameter γ is utilized in the light intensity formula to
determine the functions of spatial position and the reciprocal of
the square of the distance. To eliminate the reliance on spatial
position, it is recommended to utilize the distance-based parameter
Γ = 1/

√
γ. The previous and current position of the object is

being attracted towards the firefly’s position using a lighter. This
attraction is computed using Eq. (18), which represents a random
vector with a uniform or Gaussian distribution. The mutation
coefficient is denoted by α, whereas the light absorption coefficient
is represented by γ. During the algorithm’s convergence process,
the value of can be adjusted by either increasing or decreasing
it, with the change occurring in a linear or exponential manner
[48–52]. Fig. 1 shows the optimization procedure. The optimization
algorithm was developed in MATLAB R2016b.

x′i = xi + β0e
−γrm (xj − xi) + αεi (18)
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Fig. 1. The firefly algorithm flowchart.

Fig. 2-(a) presents the recorded wind speed data, Fig. 2-(b)
exhibits the measured solar radiation data across a span of one
year, and Fig. 2-(c) demonstrates the annual load curve in a
comparable fashion.

The electric load curve and thermal load curve for a 24-hour
period are displayed in Fig. 3. It is evident that there is a consistent
demand for both electric and thermal power throughout these
hours.

A comprehensive methodology has been suggested to analyse
the structure of hybrid energy systems in three separate scenarios.
Scenario 1 involves a system that consists exclusively of solar
panels, battery storage devices, and combined heat and power
(CHP). Scenario 2 centres around a hybrid energy system that
exclusively combines wind turbines, battery storage devices, and
combined heat and power (CHP). Scenario 3 encompasses a
sophisticated hybrid energy system that combines solar panels,
wind turbines, battery storage units, and combined heat and
power (CHP). These scenarios present a variety of arrangements
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Fig. 2. (a) Wind speed data, (b) Solar radiation data and (c) Load curve.

involving renewable energy sources, storage mechanisms, and CHP
technology. This allows for a thorough examination of the most
effective designs for hybrid energy systems.

In this study, the objective function is the predicted load removal
cost index, which is different from other studies that often model
the energy system dependability index as an adverb. Therefore,
the optimization algorithm takes this into account. The objective
is to minimize investment costs, maintenance expenses, power
exchanges with the upstream network, and fuel consumption of the
CHP system. Additionally, it aims to reduce the cost associated
with eliminating the projected load, which is similar to reducing
the ENS (projected net Savings). Thus, in the third scenario, a
reduced value for the ENS index and consequently a lower cost for
reducing the predicted load have been achieved as compared to the
first and second scenarios. Nevertheless, the execution time in the
third scenario is 13.35 and 24.50 percent greater than that of the
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Table 1. The optimal values achieved for the goal function of the hybrid energy system design issue under various 
scenarios. 

Algorithm FA BA GA 

Scenario1 21140.7 23312.3 23778.7 

Scenario2 19642.3 22154.7 22651.21 

Scenario3 17551.7 19378.4 19774.4 

Fig. 3. (a) Thermal power, (b) Electrical power.

Table 2. Optimal results related to the amount of equipment under different
scenarios in the design of the combined energy system.

Scenario Algorithm Average
number
of solar
panels

Average
number
of wind
turbines

Average
number
of battery
savers

Average
number
of con-
verters

Scenario 1
FA 73 0 22 17
BA 80 0 24 20
GA 86 0 26 22

Scenario 2
FA 0 15 21 12
BA 0 17 25 14
GA 0 18 26 15

Scenario 3
FA 36 10 18 8
BA 40 11 21 11
GA 42 12 23 12

second and first scenarios, respectively. This can be attributed to
the rise in the quantity of design possibilities. Furthermore, based
on the findings shown in Tables 2 and 3, it is evident that the
firefly algorithm has consistently outperformed both the genetic
and bee community algorithms in all scenarios examined in this
work.

Table 1 presents the optimal values achieved for the objective
function of the combined energy system design problem. This
objective function encompasses the sum of investment costs,
maintenance expenses, power exchanges with the upstream
network, supplied energy, and CHP system fuel. The values were
obtained through the utilization of various optimization algorithms
and were obtained under different scenarios.

The results in Table 1 demonstrate that the design cost of the
combined energy system in the third scenario, utilizing the firefly
algorithm, is lower compared to the first and second scenarios.
This is attributed to the improved selection of equipment. The
optimal design results for the first and second scenarios are
presented in Tables 2 and 3, with cost reductions of 18.30% and



J. Napitupulu et al.: Hybrid Energy Systems Optimization Using Firefly Algorithm: Integration of Various Resources for Enhanced Stability and Flexibility 6

First A. Author, Second B. Author 2: Manuscript Template for the JOAPE…                                                                              10 

 

BA 0.113 157.6 19778.16 
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During a period of twenty-four hours in which demand was low, the components of the integrated energy system are 

depicted in Figure 3, which shows their current status. In light of the diagram, the following are the conclusions that can 

be drawn: It is the responsibility of the battery storage system to maintain a continuous, ideal charging status at all times, 

acting as a reliable backup to address power requirements whenever they are required. In addition, the combined heat and 

power system operates without any interruptions, thereby satisfying the complete requirement for thermal load and 

supplying a portion of the essential electric load in the integrated energy system. Furthermore, for a duration of 15 hours, 

the system acts as a seller of power to the upstream network, and for a duration of 7 hours, it functions as a buyer of power 

from the upstream network. There has been a significant absence of power transfer between the upstream and downstream 

networks for a period of two hours. This represents a significant problem. As an additional point of interest, the solar 

panels are operational for around half of the day and night, whereas the wind turbines are operating for the majority of 

the day. Additionally, the transmission lines' limitations prevent the integrated energy system from sending the increased 

power it produces to the upstream network. 
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Fig. 4. The state of the elements of the combined energy system for a period of time.

13.6%, respectively. The third scenario offers a greater range of
design alternatives, allowing the optimization algorithm to have
more freedom and flexibility in selecting these options. In this
scenario, a more economically efficient combination of equipment

is being examined for the design of the integrated energy system
as compared to the first and second possibilities. Furthermore, the
design expenditure of the integrated energy system in the second
scenario amounts to 5.68% of the similar expenditure in the first
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Table 3. Optimal results related to the amount of equipment under different
scenarios in the design of the combined energy system.

Scenario Algorithm Average
ENS
(kWh)

Average
execution
time(s)

Average
total
cost ($)

Scenario 1
FA 0.213 106.15 21439.1
BA 0.410 126.12 23744.7
GA 0.508 138.75 24455.2

Scenario 2
FA 0.115 117.11 20256.15
BA 0.276 140.74 22562.10
GA 0.297 151.52 23361.3

Scenario 3
FA 0.63 130.41 17975.4
BA 0.113 157.6 19778.16
GA 0.121 163.45 20076.18

scenario.
During a period of twenty-four hours in which demand was

low, the components of the integrated energy system are depicted
in Fig. 4, which shows their current status. In light of the
diagram, the following are the conclusions that can be drawn: It
is the responsibility of the battery storage system to maintain a
continuous, ideal charging status at all times, acting as a reliable
backup to address power requirements whenever they are required.
In addition, the combined heat and power system operates without
any interruptions, thereby satisfying the complete requirement for
thermal load and supplying a portion of the essential electric load
in the integrated energy system. Furthermore, for a duration of
15 hours, the system acts as a seller of power to the upstream
network, and for a duration of 7 hours, it functions as a buyer of
power from the upstream network. There has been a significant
absence of power transfer between the upstream and downstream
networks for a period of two hours. This represents a significant
problem. As an additional point of interest, the solar panels are
operational for around half of the day and night, whereas the wind
turbines are operating for the majority of the day. Additionally, the
transmission lines’ limitations prevent the integrated energy system
from sending the increased power it produces to the upstream
network.

4. CONCLUSION
The purpose of this study is to propose a novel approach to

the design of hybrid energy systems that are connected to the
upstream grid. This approach makes use of the Firefly algorithm.
A number of components are included in these systems. These
components include wind turbines, solar panels, combined heat
and power (CHP) units, battery storage units, and thermal loads,
in addition to direct and alternating electric loads. A number of
objective functions, including investment cost, maintenance cost,
power exchange costs with the upstream network, unsupplied
energy prices, and fuel expenses for the combined heat and power
system, were calculated and evaluated using the framework. In
addition, a thorough investigation was carried out in order to
take into account the numerous technical, logical, economic, and
security constraints that were pertinent to the scenario.

The implemented framework underwent testing in several
situations, which varied based on the permissible elements
throughout the design phase. The data clearly showed that, with
the exception of wind turbines, the third scenario performed
significantly better than the first scenario. Furthermore, the
outcomes of the second scenario were significantly more favorable
in comparison to the previous scenario. The firefly algorithm’s
exceptional performance in all three circumstances highlights its
better optimization skills in this context, making it a fascinating
discovery. The results highlight the capability and effectiveness of
the Firefly algorithm in optimizing the designs of hybrid energy
systems, providing significant opportunities for future energy
planning and system improvement.

REFERENCES

[1] S. M. Inayat, S. M. R. Zaidi, H. Ahmed, D. Ahmed, M. K.
Azam, and Z. A. Arfeen, “Risk assessment and mitigation
strategy of large-scale solar photovoltaic systems in pakistan,”
Int. J. Ind. Eng. Manage., vol. 14, no. 2, pp. 105–121, 2023.

[2] A. H. Fathima and K. Palanisamy, “Optimization in microgrids
with hybrid energy systems–a review,” Renewable Sustainable
Energy Rev., vol. 45, pp. 431–446, 2015.

[3] H. Kim, H. Choi, H. Kang, J. An, S. Yeom, and T. Hong, “A
systematic review of the smart energy conservation system:
From smart homes to sustainable smart cities,” Renewable
Sustainable Energy Rev., vol. 140, p. 110755, 2021.

[4] W. Al-Aloosi, Y. Alaiwi, and H. Hamzah, “Thermal
performance analysis in a parabolic trough solar collector
with a novel design of inserted fins,” Case Stud. Therm. Eng.,
vol. 49, p. 103378, 2023.

[5] D. A. Kurniady, N. Nurochim, A. Komariah, T. Turwelis,
H. T. Hoi, and V. H. Ca, “Construction project progress
evaluation using a quantitative approach by considering time,
cost and quality,” Int. J. Ind. Eng. Manage., vol. 13, no. 1,
pp. 49–57, 2022.

[6] R. C. Sabioni, J. Daaboul, and J. Le Duigou, “Joint
optimization of product configuration and process planning
in reconfigurable manufacturing systems,” Int. J. Ind. Eng.
Manage., vol. 13, no. 1, pp. 58–75, 2022.

[7] Y. Yang, S. Bremner, C. Menictas, and M. Kay, “Battery
energy storage system size determination in renewable energy
systems: A review,” Renewable Sustainable Energy Rev.,
vol. 91, pp. 109–125, 2018.

[8] M. Hannan, M. Faisal, P. J. Ker, R. Begum, Z. Dong, and
C. Zhang, “Review of optimal methods and algorithms for
sizing energy storage systems to achieve decarbonization in
microgrid applications,” Renewable Sustainable Energy Rev.,
vol. 131, p. 110022, 2020.

[9] K. Lepiksaar, V. Mašatin, E. Latõšov, A. Siirde, and
A. Volkova, “Improving chp flexibility by integrating thermal
energy storage and power-to-heat technologies into the energy
system,” Smart Energy, vol. 2, p. 100022, 2021.

[10] Y. Alaiwi and A. Mutlu, “Modelling, simulation and
implementation of autonomous unmanned quadrotor,” Mach.
Technol. Mater., vol. 12, no. 8, pp. 320–325, 2018.

[11] G. Mavromatidis, K. Orehounig, and J. Carmeliet, “A review
of uncertainty characterisation approaches for the optimal
design of distributed energy systems,” Renewable Sustainable
Energy Rev., vol. 88, pp. 258–277, 2018.

[12] X. Deng and T. Lv, “Power system planning with increasing
variable renewable energy: A review of optimization models,”
J. Cleaner Prod., vol. 246, p. 118962, 2020.

[13] A. Elmouatamid, R. Ouladsine, M. Bakhouya, N. El Kamoun,
M. Khaidar, and K. Zine-Dine, “Review of control and energy
management approaches in micro-grid systems,” Energies,
vol. 14, no. 1, p. 168, 2020.

[14] F. Jabari, M. Zeraati, M. Sheibani, and H. Arasteh, “Robust
self-scheduling of pvs-wind-diesel power generation units in
a standalone microgrid under uncertain electricity prices,” J.
Oper. Autom. Power Eng., vol. 12, no. 2, pp. 152–162, 2024.

[15] M. A. Bagherian, K. Mehranzamir, A. B. Pour, S. Rezania,
E. Taghavi, H. Nabipour-Afrouzi, M. Dalvi-Esfahani, and
S. M. Alizadeh, “Classification and analysis of optimization
techniques for integrated energy systems utilizing renewable
energy sources: a review for chp and cchp systems,”
Processes, vol. 9, no. 2, p. 339, 2021.

[16] C. Tong, Introduction to materials for advanced energy
systems. Springer, 2019.

[17] M. Syed, C. Suresh, and S. Sivanagaraju, “Impact of
renewable sources on electrical power system,” J. Oper.
Autom. Power Eng., vol. 12, no. 3, pp. 261–268, 2024.



J. Napitupulu et al.: Hybrid Energy Systems Optimization Using Firefly Algorithm: Integration of Various Resources for Enhanced Stability and Flexibility 8

[18] M. Khadem Maaref and J. Salehi, “Peer-to-peer electricity
trading in microgrids with renewable sources and uncertainty
modeling using igdt,” J. Oper. Autom. Power Eng., vol. 12,
no. 3, pp. 195–205, 2024.

[19] A. Berjawi, S. Walker, C. Patsios, and S. Hosseini, “An
evaluation framework for future integrated energy systems:
A whole energy systems approach,” Renewable Sustainable
Energy Rev., vol. 145, p. 111163, 2021.

[20] C. Ghenai, M. Bettayeb, B. Brdjanin, and A. K. Hamid,
“Hybrid solar pv/pem fuel cell/diesel generator power system
for cruise ship: A case study in stockholm, sweden,” Case
Stud. Therm. Eng., vol. 14, p. 100497, 2019.

[21] A. Ghaderian, M. Jahangiri, and H. Saghaei, “Emergency
power supply for nicu of a hospital by solar-wind-based
system, a step towards sustainable development,” J. Solar
Energy Res., vol. 5, no. 3, pp. 506–515, 2020.

[22] Y. Yuan, J. Wang, X. Yan, Q. Li, and T. Long, “A design and
experimental investigation of a large-scale solar energy/diesel
generator powered hybrid ship,” Energy, vol. 165, pp. 965–
978, 2018.

[23] A. F. Altun and M. Kilic, “Design and performance
evaluation based on economics and environmental impact of
a pv-wind-diesel and battery standalone power system for
various climates in turkey,” Renewable Energy, vol. 157,
pp. 424–443, 2020.

[24] D. Kumar and T. Tewary, “Techno-economic assessment and
optimization of a standalone residential hybrid energy system
for sustainable energy utilization,” Int. J. Energy Res., vol. 46,
no. 8, pp. 10020–10039, 2022.

[25] G. Fonseca, C. Costa, and A. Cruz, “Economic analysis of
a second-generation ethanol and electricity biorefinery using
superstructural optimization,” Energy, vol. 204, p. 117988,
2020.

[26] A. Ahmed, T. Ge, J. Peng, W.-C. Yan, B. T. Tee, and S. You,
“Assessment of the renewable energy generation towards
net-zero energy buildings: A review,” Energy Build., vol. 256,
p. 111755, 2022.

[27] A. Z. Arsad, M. Hannan, A. Q. Al-Shetwi, M. Mansur,
K. Muttaqi, Z. Dong, and F. Blaabjerg, “Hydrogen energy
storage integrated hybrid renewable energy systems: A review
analysis for future research directions,” Int. J. Hydrogen
Energy, vol. 47, no. 39, pp. 17285–17312, 2022.

[28] K. M. Tan, T. S. Babu, V. K. Ramachandaramurthy,
P. Kasinathan, S. G. Solanki, and S. K. Raveendran,
“Empowering smart grid: A comprehensive review of energy
storage technology and application with renewable energy
integration,” J. Energy Storage, vol. 39, p. 102591, 2021.

[29] I. Kougias, S. Szabó, A. Nikitas, and N. Theodossiou,
“Sustainable energy modelling of non-interconnected
mediterranean islands,” Renewable Energy, vol. 133, pp. 930–
940, 2019.

[30] Y. Alaiwi, A. M. Abed, G. F. Smaisim, M. A. S.
Aly, S. K. Hadrawi, and R. Morovati, “Simulation and
investigation of bioethanol production considering energetic
and economic considerations,” Int. J. Low-Carbon Technol.,
vol. 18, pp. 191–203, 2023.

[31] Y. Sawle, S. Gupta, and A. K. Bohre, “Review of hybrid
renewable energy systems with comparative analysis of
off-grid hybrid system,” Renewable Sustainable Energy Rev.,
vol. 81, pp. 2217–2235, 2018.

[32] P. Malik, M. Awasthi, and S. Sinha, “Biomass-based gaseous
fuel for hybrid renewable energy systems: An overview and
future research opportunities,” Int. J. Energy Res., vol. 45,
no. 3, pp. 3464–3494, 2021.

[33] J. Li, P. Liu, and Z. Li, “Optimal design and techno-economic
analysis of a solar-wind-biomass off-grid hybrid power system
for remote rural electrification: A case study of west china,”
Energy, vol. 208, p. 118387, 2020.

[34] A. S. Aziz, M. F. N. Tajuddin, M. R. Adzman, A. Azmi,
and M. A. Ramli, “Optimization and sensitivity analysis of

standalone hybrid energy systems for rural electrification: A
case study of iraq,” Renewable Energy, vol. 138, pp. 775–792,
2019.

[35] A. Aliasghar, P. Javidan, S. A. Rahmaninezhad, and
N. Mehrdadi, “Optimizing the desalination rate in a
photoelectrocatalytic desalination cell (pedc) by altering
operational conditions,” Water Supply, vol. 22, no. 12,
pp. 8659–8668, 2022.

[36] Q. Hassan, M. Jaszczur, S. A. Hafedh, M. K. Abbas, A. M.
Abdulateef, A. Hasan, J. Abdulateef, and A. Mohamad,
“Optimizing a microgrid photovoltaic-fuel cell energy system
at the highest renewable fraction,” Int. J. Hydrogen Energy,
vol. 47, no. 28, pp. 13710–13731, 2022.

[37] A. Perna, M. Minutillo, E. Jannelli, V. Cigolotti, S. Nam,
and J. Han, “Design and performance assessment of a
combined heat, hydrogen and power (chhp) system based on
ammonia-fueled sofc,” Appl. Energy, vol. 231, pp. 1216–1229,
2018.

[38] W. Altalabani and Y. Alaiwi, “Optimized adaptive pid
controller design for trajectory tracking of a quadcopter,”
2022.

[39] S. Sattar, Y. Alaiwi, N. S. Radhi, Z. Al-Khafaji, O. Al-
Hashimi, H. Alzahrani, and Z. M. Yaseen, “Corrosion
reduction in steam turbine blades using nano-composite
coating,” J. King Saud Uni.-Sci., vol. 35, no. 8, p. 102861,
2023.

[40] K. Tehranian, “Can machine learning catch economic
recessions using economic and market sentiments?,” arXiv
preprint arXiv:2308.16200, 2023.

[41] A. Fattahi, J. Sijm, and A. Faaij, “A systemic approach to
analyze integrated energy system modeling tools: A review
of national models,” Renewable Sustainable Energy Rev.,
vol. 133, p. 110195, 2020.

[42] S. Chupradit, G. Widjaja, S. Mahendra, M. Ali, M. Tashtoush,
A. Surendar, M. Kadhim, A. Oudah, I. Fardeeva, and
F. Firman, “Modeling and optimizing the charge of electric
vehicles with genetic algorithm in the presence of renewable
energy sources,” J. Oper. Autom. Power Eng., vol. 11, no. 1,
pp. 33–38, 2023.

[43] M. S. Javed, T. Ma, J. Jurasz, S. Ahmed, and J. Mikulik,
“Performance comparison of heuristic algorithms for
optimization of hybrid off-grid renewable energy systems,”
Energy, vol. 210, p. 118599, 2020.

[44] R. C. Deo, X. Wen, and F. Qi, “A wavelet-coupled support
vector machine model for forecasting global incident solar
radiation using limited meteorological dataset,” Appl. Energy,
vol. 168, pp. 568–593, 2016.

[45] M. Lydia, S. S. Kumar, A. I. Selvakumar, and G. E. P.
Kumar, “A comprehensive review on wind turbine power
curve modeling techniques,” Renewable Sustainable Energy
Rev., vol. 30, pp. 452–460, 2014.

[46] A. Cagnano, E. De Tuglie, and P. Mancarella, “Microgrids:
Overview and guidelines for practical implementations and
operation,” Appl. Energy, vol. 258, p. 114039, 2020.

[47] P. Das, P. Mathuria, R. Bhakar, J. Mathur, A. Kanudia, and
A. Singh, “Flexibility requirement for large-scale renewable
energy integration in indian power system: Technology,
policy and modeling options,” Energy Strategy Rev., vol. 29,
p. 100482, 2020.

[48] S. Sanajaoba, “Optimal sizing of off-grid hybrid energy
system based on minimum cost of energy and reliability
criteria using firefly algorithm,” Solar Energy, vol. 188,
pp. 655–666, 2019.

[49] X.-S. Yang and A. Slowik, “Firefly algorithm,” in Swarm
Intell. Algorithms, pp. 163–174, CRC Press, 2020.

[50] S. L. Tilahun, J. M. T. Ngnotchouye, and N. N. Hamadneh,
“Continuous versions of firefly algorithm: a review,” Artif.
Intell. Rev., vol. 51, pp. 445–492, 2019.

[51] J. Wu, Y.-G. Wang, K. Burrage, Y.-C. Tian, B. Lawson,



Journal of Operation and Automation in Power Engineering, vol. X, no. X, XXXX (Proofed) 9

and Z. Ding, “An improved firefly algorithm for global
continuous optimization problems,” Expert Syst. Appl.,
vol. 149, p. 113340, 2020.

[52] D. Kumar, B. R. Gandhi, and R. K. Bhattacharjya, “Firefly

algorithm and its applications in engineering optimization,”
Nat.-Inspired Methods Metaheuristics Optim. Algorithms
Appl. Sci. Eng., pp. 93–103, 2020.


	Introduction
	OPTIMAL MODELLING OF INTEGRATED ENERGY SYSTEMS AND EQUIPMENTS
	Formulating the optimal problem through mathematical modeling

	OPTIMIZATION OF THE PROBLEM WITH THE ALGORITHM; SIMULATION
	CONCLUSION

