FOA: ‘Following’ Optimization Algorithm for Solving Power Engineering Optimization Problems
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Abstract- These days randomized-based population optimization algorithms are in wide use in different branches of science such as bioinformatics, chemical physics and power engineering. An important group of these algorithms is inspired by physical processes or entities’ behavior. A new approach of applying optimization-based social relationships among the members of a community is investigated in this paper. In the proposed algorithm, search factors are indeed members of the community who try to improve the community by ‘following’ each other. FOA implemented on 23 well-known benchmark test functions. It is compared with eight optimization algorithms. The paper also considers for solving optimal placement of Distributed Generation (DG). The obtained results show that FOA is able to provide better results as compared to the other well-known optimization algorithms.
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1. INTRODUCTION

The outgrowing magnitude of optimization problems and the urge to find a response as quickly as possible has resulted in the diminishing use of classical methods in solving optimization problems. Currently, use of randomized search algorithms, instead of searching all dimensions of a problem, is becoming more common. In this regard, application of Heuristic Search Algorithms (HSA) has noticeably increased lately [1-4]. Heuristic algorithms have proven their ability in many fields of science, like transportation [5], bioinformatics [6], energy [7], chemical physics [8], electronics [9], and other related fields. Finding a mathematical model to be applied in HSA is difficult and even impossible. Therefore, these algorithms are called the black box optimization algorithms [10].

In population-based methods, members interact and transfer information by applying different methods, like Genetic Algorithm (GA) which is inspired by genetics and evolution (1975) [11], Artificial Immune System (1986) by imitating the human body immune system [12], Ant Colony Optimization (ACO) by simulating ant behavior in searching food (1991) [13], and Particle Swarm Optimization (PSO) by imitating birds’ social behavior (1995) [14].

In the present paper, a new approach of applying the mutual relationships between the community members is used in designing the optimization algorithm. In this algorithm, the ‘following’ aspect of the community members is used to design an optimization algorithm named as the Following Optimization Algorithm (FOA). A brief history of the heuristic optimization methods is presented in section two. The proposed algorithm is described in section three and section four encompasses the related explanations. Results are described in section five and conclusions are presented in section six.

2. A BRIEF HISTORY OF META-HEURISTIC OPTIMIZATION ALGORITHMS

A meta-heuristic optimization algorithm is a key to finding a proper answer to the optimization problem that can solve the problem by having the minimum minute information in the most immediate possible time. In ancient Greece the word "heuristic" meant “to know”, "to find", "to discover", or " to guide an investigation" [15, 16]. In a more complete definition, a heuristic method is a strategy that neglects a part of information to arrive at a quick response with the highest precision by the maximum time saving in comparison to the complex methods [17].

Heuristic search algorithms are those algorithms that are inspired and formed by biological and physiological processes of mother nature. Most of these algorithms...
function within the population. In the recent past, a large number of population-based algorithms, derived from social interactions among community members, have been presented. The most famous and widely-used are: Genetic Algorithm (GA) [11], Simulated Annealing (SA) [18], Harmony Search (HS) [19], Artificial Immune System (AIS) [20], Ant Colony Optimization (ACO) [21], Particle Swarm Optimization (PSO) [14], and Bacterial Foraging Algorithm (BFA) [22]. GA is modelled by genetic laws based on the Darwin's theory [11]. SA is proposed based on the annealing processes in metallurgy [18]. HS is an algorithm in which the process of improving melody is taken into account by the composer while composing [19]. AIS is designed by imitating the human body immune system [20]. ACO simulates ants' behaviors in searching food [21]. PSO depicts the social behavior of a flock of birds while migrating [14]. This algorithm simulates the cooperation among birds' communities. Each particle tries to arrive at the optimum position within the search space by using its own previous experience and by taking the best advantage of consultations received from its neighboring particles [23]. BFO is inspired by observing the social behavior of I-coil bacteria while searching for food [22]. All mentioned algorithms use the statistical property and the randomized phenomena in their application as exists in nature. In some Central Force Optimization Algorithms, known as metaphors of the universal law of gravity, the mentioned randomized phenomena are not used. This means that these algorithms have the deterministic property [24].

Despite classical methods, the heuristic search methods function randomly and they search the searching space in a parallel mode. Besides, they do not use the space gradient information while classical methods do. Indeed, heuristic search-based methods merely use the suitability function to navigate their search. However, they can arrive at the answer of the optimization problem since their intelligence is known as the swarm intelligence. The swarm intelligence appears in cases where there is a population of unfitted elements each of which shows a simple behavior under certain circumstances and has mutual influences on each other locally. The members' local interactions make unexpected para-local effects. Thus, the whole system can arrive at the solution without having a central controller.

It is proper to note that the members' behavior can organize the system internally by making use of properties like the positive feedback, the negative feedback, a balance between exploration and exploitation, and some other interactions. This internal organization is called self-organization [25]. Although many heuristic algorithms have been introduced, improved and used in various scientific fields by investigators, there still is no algorithm to satisfactorily respond and optimize all problems of both engineering and other scientific fields. This article is an attempt to find a new heuristic algorithm by applying which problems of the previous algorithms can be resolved. The proposed method and its details are described in the following section.

3. FOLLOWING OPTIMIZATION ALGORITHM

In the approach proposed here, the optimization process is done by the aid of the chosen community social relationships within an artificial system during a discrete time. The system space is the same as the domain of problem definition. Hence, the community members are used as tools to convey information. Besides, the designed optimum finder can be used to solve any optimization problem in which a response can be defined as a position in space and its similarity with other responses can be declared as a comparison among members regarding their social standing. Noticeably, members' social standing is determined concerning the objective function. FOA is defined in two general steps: 1- making an artificial system with the discrete time within the problem space, the initial navigation of members, determining the governing laws and principles, arranging parameters, 2- passing time to arrive at the stop time.

3.1. Making system, determining principles and organizing parameters

In the first step, the system space is determined. This space includes a multi-dimensional coordinate within the problem definition space. Each point of this space is a response to the problem. Searching elements are a set of members who live in the community. Indeed, each member interacts with all other members. Besides, each member has a social standing characteristic that is a position in space which indeed is the answer to the optimization problem.

After making the system, its governing principles are determined. In the present paper, it is supposed that the community members follow each other. Now consider the system as a set of m members. The position of any member is a point in the space where it is an answer to the optimization problem. In relation 1, the d dimension of member i is shown as x^d_i:

\[ x_i = (x_{i1}, ..., x_{id}, ..., x_{id}) \]  \hspace{1cm} (1)

At first, the initial position of the community members is determined randomly within the problem definition space. This community paves the way to the balance state (response), concerning interactions held among
members. Now:

\[ x_i^d = (1 - f_r)x_{i,0}^d + f_r x_{\text{leader}}^d \]  
\[ f = 1 - \exp\left(-\frac{t^{1.5}}{T}\right) \]  
\[ x_{\text{leader}} = \begin{cases} \text{minimization: location of min(fit)} \\ \text{maximization: location of max(fit)} \end{cases} \]

In the above equations, \( x_{i,0}^d \) refers to the initial balance point along with the \( d \) dimension of member \( i \), \( r \) represents a random number with a uniform distribution within \([0-1]\) span used to preserve the search random state. \( x_{\text{leader}}^d \) is the highest member of the society regarding its social standing who leads the community and indeed all members follow him/her. Moreover, \( x_{\text{leader}}^d \) is the \( d \)-th dimension of the position of the mentioned leader. Symbol ‘\( f \)’ represents the ‘following’ co-efficient, \( t \) is the iteration count, \( T \) is the maximum number of iterations and \( \text{fitness} \) is the community fitness vector.

3.2. Passing time and the parameters updating process

At the beginning of making the system, each member is randomly placed in any point across (throughout) the space where it is considered as the answer to the problem. At any moment of time, each member is assessed and his/her displacement is computed by operating relations (1) through (4). In the next iteration, the given member is placed in the computed position. The system parameter is the following co-efficient \( f \) that is updated in each phase based on relation (3). The stop position can be determined after passing a finite time. Different steps of the following optimization algorithm are shown below and the flowchart is shown in Fig. 1.

1- Determine the system space and set initial parameters.
2- Generate initial population.
3- Community assessment.
4- Determine the community leader.
5- Update parameter \( f \).
6- Update members’ position.
7- Repeat stages 3 to 6 until the stopping criterion is satisfied.
8- The ending phase.

4. CHARACTERISTICS OF THE FOA

In the proposed algorithm, a new method of optimization is devised concerning the community members’ obedience and behaviour in following each other. In this algorithm, a set of people search the chosen space randomly. Social standings are used as tools to convey information. Each member affected by the community can approximately understand his/her surrounding space. The algorithm must be developed such that the members’ positions are improved as time passes. The applied strategy to fulfil this aim is to organize the following co-efficient ‘\( f \)’. Among the proposed solutions to optimize an algorithm, improving its exploring power has the highest importance.

In optimization two challenges exist: exploration and exploitation. In the realm of exploration, each optimization algorithm must have enough power to extensively search the search space and its search should not be limited to some restricted locations [25]. On the other hand in the realm of exploitation, the algorithm’s ability in exploring/discovering the optimum points is under focused. In population-based algorithms, there is a need to comprehensively search space at the very early stages of running the algorithm. Besides, the
algorithm must stress better search during initial iterations. However, as time passes, the algorithm’s exploration/detection ability becomes paramount. Thus, the algorithm must find the position of each point by the aid of the population findings [26]. Interestingly, the above algorithm has the power to search space by considering a suitable number of members. Here, the proposed solution to improve and fortify the algorithm detection speed is indeed the following co-efficient effect. To fulfil this aim, the following co-efficient $f$ is controlled by running relation (3). During the early iterations of the algorithm, there is a severe need for a proper search though it can arrive at better responses as time passes. Thus, the value of the following co-efficient $f$ is controlled as a time variable entity. Accordingly, a proper value is chosen for the following co-efficient $f$ at the beginning of running the algorithm that is increased as time passes to arrive at its maximum value. Based on the value of the following co-efficient $f$ in each iteration, the community members follow the member who has the highest social standing. During initial iterations, the following co-efficient is set to its minimum rate that makes the search space well explored in order to prevent the algorithm from settling in the local optimum positions. The following co-efficient $f$ grows bigger as time passes. Since it is known that people gather around better positions with the passing of time and since it is necessary to explore space with smaller and more precise steps, members’ impressibility and influence on each other is increased as the time goes. Thus, it is expected to view members at better positions as the time passes.

5. RESULTS

5.1. Benchmark test functions
Performance of the proposed algorithm is assessed by applying 23 standard criterion functions [27]. The standard benchmark test functions are shown in Tables 1 through 3.

### Table 1. Unimodal test functions.

<table>
<thead>
<tr>
<th>Function</th>
<th>Equation</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1(x)$</td>
<td>$x_1^2$</td>
<td>$[-100,100]^m$</td>
</tr>
<tr>
<td>$F_2(x)$</td>
<td>$</td>
<td>x_1</td>
</tr>
<tr>
<td>$F_3(x)$</td>
<td>$\sum_{i=1}^{m} \left( \sum_{j=1}^{n} x_{ij}^2 \right)$</td>
<td>$[-100,100]^m$</td>
</tr>
<tr>
<td>$F_4(x)$</td>
<td>$\max{</td>
<td>x_i</td>
</tr>
<tr>
<td>$F_5(x)$</td>
<td>$\sum_{i=1}^{m} \left[ 100(x_{i+1} - x_i)^2 + (x_i - 1)^2 \right]$</td>
<td>$[-30,30]^m$</td>
</tr>
<tr>
<td>$F_6(x)$</td>
<td>$(x_i + 0.5)^2$</td>
<td>$[-100,100]^m$</td>
</tr>
<tr>
<td>$F_7(x)$</td>
<td>$\sum_{i=1}^{m}</td>
<td>x_i</td>
</tr>
</tbody>
</table>

### Table 2. Multimodal test functions.

<table>
<thead>
<tr>
<th>Function</th>
<th>Equation</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_8(x)$</td>
<td>$\sum_{i=1}^{m} -x_i \sin(\sqrt{</td>
<td>x_i</td>
</tr>
<tr>
<td>$F_9(x)$</td>
<td>$\sum_{i=1}^{m} \left[ x_i^2 - 10 \cos(2\pi x_i) + 10 \right]$</td>
<td>$[-5.125,12]^m$</td>
</tr>
<tr>
<td>$F_{10}(x) = -20 \exp \left( -0.2 \left( \sum_{i=1}^{m} x_i^2 \right) - \exp \left( \frac{1}{m} \sum_{i=1}^{m} \cos(2\pi x_i) \right) + 20 + e \right)$</td>
<td>$[-32,32]^m$</td>
<td></td>
</tr>
<tr>
<td>$F_{11}(x) = \frac{1}{4000} \sum_{i=1}^{m} x_i^2 - \prod_{i=1}^{m} \cos \left( \frac{x_i}{\sqrt{100}} \right) + 1$</td>
<td>$[-600,600]^m$</td>
<td></td>
</tr>
<tr>
<td>$F_{12}(x) = \frac{1}{m} \left( 10 \sin(x_i) + \sum_{i=1}^{m} (y_i - 1)^2 [1 + 10 \sin^2(\pi y_i)] \right) + \sum_{i=1}^{m} u(x_i, 10, 100, 4)$</td>
<td>$[-50,50]^m$</td>
<td></td>
</tr>
<tr>
<td>$u(x_i, a, b, c) = \begin{cases} k(x_i - a)^n &amp; x_i &gt; a \ 0 &amp; -a &lt; x_i &lt; a \ k(-x_i - a)^n &amp; x_i &lt; -a \end{cases}$</td>
<td>$[-50,50]^m$</td>
<td></td>
</tr>
<tr>
<td>$F_{13}(x) = 0.1 \left[ \sin^2(3\pi x_i) + \sum_{i=1}^{m} (x_i - 1)^2 [1 + \sin^2(3\pi x_i + 1)] + (x_n - 1)^2 [1 + \sin^2(2\pi x_n)] \right]$</td>
<td>$[-50,50]^m$</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Multimodal test functions with fixed dimension.

\[
F_{14}(x) = \left( \frac{1}{500} + \sum_{i=1}^{25} \frac{1}{x_i - a_i} + \sum_{i=1}^{25} \frac{1}{x_i - a_i} \right)^{-\frac{1}{e}} \quad [-6.553, 65.53]^2
\]

\[
F_{15}(x) = \sum_{i=1}^{10} \frac{x_i (b_i + b_i x_i)}{b_i + b_i x_i + x_i} \quad [-5.5]^2
\]

\[
F_{16}(x) = 4x_1^2 - 2.1x_1^4 + \frac{1}{3}x_1^6 + x_1x_2 - 4x_2^2 + 4x_2^4 \quad [-5.5]^2
\]

\[
F_{17}(x) = \left( x_2 - \frac{4.1 \pi x_2^2}{5} + \frac{5}{6} x_1 - 6 \right)^{\frac{1}{4}} \quad [-5.10] \times [0.15]
\]

\[
F_{18}(x) = \left[ 1 + \left( x_1 + x_2 + 1 \right)^{(19 - 14x_1 + 3x_2 - 14x_2 + 6x_1x_2 + 3x_1^2)} \right] \times \left[ 30 + \left( 2x_1 - 3x_2 \right)^6 \times \left( 18 - 32x_1 + 12x_2 + 48x_2 - 36x_1x_2 + 27x_2^2 \right) \right] \quad [-5.5]^2
\]

\[
F_{19}(x) = -\sum_{i=1}^{5} \exp\left( -\sum_{j=1}^{6} a_{ij}(x_j - P_{ij}) \right) \quad [0.1]^3
\]

\[
F_{20}(x) = -\sum_{i=1}^{4} \exp\left( -\sum_{j=1}^{6} a_{ij}(x_j - P_{ij}) \right) \quad [0.1]^6
\]

\[
F_{21}(x) = -\sum_{i=1}^{5} \left( x_i - a_i \right)^{6} \quad [0.10]^4
\]

\[
F_{22}(x) = -\sum_{i=1}^{7} \left( x_i - a_i \right)^{6} \quad [0.10]^4
\]

5.2. Algorithm for comparison

The performance of FOA has been compared with eight optimization algorithms: Genetic Algorithm (GA) [11], Particle Swarm Optimization (PSO) [14], Gravitational Search Algorithm (GSA) [28], Teaching Learning-Based Optimization (TLBO) [29], Grey Wolf Optimizer (GWO) [30], whale optimization algorithm (WOA) [31], Grasshopper Optimization Algorithm (GGA) [32], and Emperor Penguin Optimizer (EPO) [33].

5.3. Performance comparison

Unimodal high-dimensional functions: Average of results obtained during 20 runs of the algorithm are shown in Table 4. Functions F1 to F3 in Table 4 are considered as nonstatic functions. These results show that FOA has a better performance in comparison to other optimization algorithm.

Table 4. Multimodal results of benchmark functions in Table 1.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>Average best-so-far</td>
<td>23.13</td>
<td>1.8E-03</td>
</tr>
<tr>
<td></td>
<td>Median best-so-far</td>
<td>21.87</td>
<td>1.2E-03</td>
</tr>
<tr>
<td></td>
<td>Average fitness</td>
<td>23.45</td>
<td>5.0E-02</td>
</tr>
<tr>
<td>PSO</td>
<td>Average best-so-far</td>
<td>5.0E-08</td>
<td>3.93E-08</td>
</tr>
<tr>
<td></td>
<td>Median best-so-far</td>
<td>5.0E-08</td>
<td>3.93E-08</td>
</tr>
<tr>
<td></td>
<td>Average fitness</td>
<td>25.4E-08</td>
<td>2.54E-08</td>
</tr>
<tr>
<td>GSA</td>
<td>Average best-so-far</td>
<td>23.13</td>
<td>1.8E-03</td>
</tr>
<tr>
<td></td>
<td>Median best-so-far</td>
<td>21.87</td>
<td>1.2E-03</td>
</tr>
<tr>
<td></td>
<td>Average fitness</td>
<td>23.45</td>
<td>5.0E-02</td>
</tr>
<tr>
<td>TLBO</td>
<td>Average best-so-far</td>
<td>5.0E-08</td>
<td>3.93E-08</td>
</tr>
<tr>
<td></td>
<td>Median best-so-far</td>
<td>5.0E-08</td>
<td>3.93E-08</td>
</tr>
<tr>
<td></td>
<td>Average fitness</td>
<td>25.4E-08</td>
<td>2.54E-08</td>
</tr>
<tr>
<td>GWO</td>
<td>Average best-so-far</td>
<td>23.13</td>
<td>1.8E-03</td>
</tr>
<tr>
<td></td>
<td>Median best-so-far</td>
<td>21.87</td>
<td>1.2E-03</td>
</tr>
<tr>
<td></td>
<td>Average fitness</td>
<td>23.45</td>
<td>5.0E-02</td>
</tr>
<tr>
<td>WOA</td>
<td>Average best-so-far</td>
<td>5.0E-08</td>
<td>3.93E-08</td>
</tr>
<tr>
<td></td>
<td>Median best-so-far</td>
<td>5.0E-08</td>
<td>3.93E-08</td>
</tr>
<tr>
<td></td>
<td>Average fitness</td>
<td>25.4E-08</td>
<td>2.54E-08</td>
</tr>
<tr>
<td>GGA</td>
<td>Average best-so-far</td>
<td>23.13</td>
<td>1.8E-03</td>
</tr>
<tr>
<td></td>
<td>Median best-so-far</td>
<td>21.87</td>
<td>1.2E-03</td>
</tr>
<tr>
<td></td>
<td>Average fitness</td>
<td>23.45</td>
<td>5.0E-02</td>
</tr>
<tr>
<td>EPO</td>
<td>Average best-so-far</td>
<td>5.0E-08</td>
<td>3.93E-08</td>
</tr>
<tr>
<td></td>
<td>Median best-so-far</td>
<td>5.0E-08</td>
<td>3.93E-08</td>
</tr>
<tr>
<td></td>
<td>Average fitness</td>
<td>25.4E-08</td>
<td>2.54E-08</td>
</tr>
</tbody>
</table>

Multimodal high-dimensional functions: In multi-static functions like functions F4 to F13, Table 5, by increasing functions dimensions local responses are increased exponentially. Thus, finding their minimum responses is highly difficult. In these functions, arriving at the answer close to the desired response is inferred as the algorithm’s efficiency in passing through local wrong responses. Results obtained by assessing functions F4 to F13 after 20 times running of algorithms are shown in Table 5. Among all these algorithms FOA has a better performance.

Multimodal low-dimensional functions: Functions F14 to F23, Table 6, have the lowest number of dimensions and the lowest number of local responses. Results obtained after running algorithms for 20 times are shown in Table 6. These results well depict the FOA better performance in comparison to other optimization algorithm.
5.4. FOA in power system application

Optimization algorithms such as FOA have many applications in various sciences, especially power engineering. One can mention the following: Placement of Distributed Generation [34], Placement of battery energy storage [35], FACTS devices [36], Microgrid [37], Protection [38], Energy carrier [39] and operation of power plants [40]. In the next section, the placement of distributed generation is studied using FOA.

5.5. Placement of Distributed Generation (DGs)

The distribution system planning requires DGs to be placed properly within the distribution system. In definition, DG known as a small generator is responsible of generating Stand Alone and On Grid electricity[41]. In placing DGs, some methods can be used. [42, 43] refers to the sizing and analytical method by which DGs can be placed and sized properly. The objective function of the mentioned reference is minimizing the loss. Minimizing the overall system loss and improving the system voltage profile are indeed two principal objectives of DGs optimal sizing and placement. The objective function is shown in equation (5).
The objective function is given by:

$$\text{objective function} = K_1 \text{Loss} + K_2 \sum_{i=1}^{N_B} |V_i - 1|$$  \hspace{1cm} (5)

Where $K_1$ and $K_2$ are weight coefficients, Loss is overall system loss, $N_B$ is the number of buses and $V_i$ is the voltage of buses.

In order to simulate the proposed problem, the IEEE 33-bus radial network is used. The networks data, including the resistance and reactance of the lines and the loads connected to nodes, were presented in [44].

The placement and sizing of DGs units regarding the minimum value of the problem objective function are defined. The results for this case are shown in Table 7. It shows the effectiveness of FOA for finding the optimal placement and sizing of DGs. The obtained results are assessed comparing with other algorithm. FOA gives a significant reduction in total active power loss to be 71.052 kW with reduction of 64.9% referred to initial case. Three DGs are installed at buses 14, 24, and 29 with penetration 0.8547, 1.1018, and 1.1812 MW, respectively. The minimum voltage level (0.974) is obtained at bus 33.

<table>
<thead>
<tr>
<th>Method</th>
<th>Power loss (kW)</th>
<th>DG size (MW) and location</th>
<th>Min. voltage (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>108.41</td>
<td>1.2461 (11), 0.2156 (18), 1.2145 (33)</td>
<td>0.961 (29)</td>
</tr>
<tr>
<td>PSO</td>
<td>103.22</td>
<td>0.9250 (11), 0.8630 (16), 1.2 (32)</td>
<td>0.980 (25)</td>
</tr>
<tr>
<td>GSA</td>
<td>106.28</td>
<td>1.50 (11), 0.4228 (29), 1.0714 (30)</td>
<td>0.982 (25)</td>
</tr>
<tr>
<td>TLBO</td>
<td>105.34</td>
<td>1.1768 (8), 0.9816 (13), 0.8297 (32)</td>
<td>0.980 (20)</td>
</tr>
<tr>
<td>GWO</td>
<td>91.25</td>
<td>0.5876 (15), 0.1959 (25), 0.783 (33)</td>
<td>0.956 (33)</td>
</tr>
<tr>
<td>WOA</td>
<td>98.3</td>
<td>0.6375 (10), 0.9470 (33)</td>
<td>0.963 (25)</td>
</tr>
<tr>
<td>GOA</td>
<td>96.75</td>
<td>0.5724 (17), 0.107 (18), 1.0462 (33)</td>
<td>0.965 (29)</td>
</tr>
<tr>
<td>EPO</td>
<td>88.55</td>
<td>0.5897 (14), 0.189 (18), 1.0410 (32)</td>
<td>0.965 (32)</td>
</tr>
<tr>
<td>FOA</td>
<td>71.05</td>
<td>0.8547 (14), 1.1018 (24), 1.1812 (29)</td>
<td>0.974 (33)</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

A new optimization algorithm, called the Following Optimization Algorithm (FOA) is introduced in this paper. FOA is characterized based on the community members’ social standing. In a given community, people work to improve their community and make it ideal by following each other. FOA is a simple algorithm in which people in a society follow, consistent with the following co-efficient $f$ in each iteration of the algorithm, a person who has the highest social status in the society. This parameter is set to have a better exploration and exploitation efficiency. To assess its performance, the proposed algorithm is tested for a set of standard benchmark test functions. In addition, the application of FOA was investigated on the optimal placement and sizing of DGs in power engineering. Results show that FOA has a better performance than the GA, PSO, GSA, TLBO, GWO, WOA, GOA and EPO algorithms.
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