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Abstract- In this paper, the theory and modeling of large scale photovoltaic (PV) in the power grid and its effect on power system stability are studied. In this work, the basic module, small signal modeling and mathematical analysis of the large scale PV jointed multi-machine are demonstrated. The principal portion of the paper is to reduce the low frequency fluctuations by tuned stabilizer in the attendance of the PV unit. In order to optimize the system performance, a novel optimal fuzzy based fractional order PID ($FPI^3D^H$) stabilizers are proposed to meliorate small signal stability of a power network connected PV unit. For optimizing the performance of the system, $FPI^3D^H$ is exploited by Gray Wolf Optimization (GWO) algorithm. In order of evaluation of the proposed stabilizers performance, two different types of controllers are compared, include optimal classic stabilizer and $FPI^3D^H$ based particle swarm optimization (PSO) algorithm. The superiority of $FPI^3D^H$ based GWO on improving small signal stability in the studied system, including large scale PV is shown via time-domain simulations.
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1. INTRODUCTION

The renewable generations in the providing of energy in distant places and the diminution of fossil usage [1-3] have an essential role in power systems [4]. The main problem is about the alternative essence of the renewable generations, which effect on the power system stability [5]. One of the best types of renewable energies, which produce power by changing radiation to electricity is a Photovoltaic (PV) panels. It is clear that in the next decades, the large scale PV will be considered as source power production in the transmission grid. International energy agency-photovoltaic technology plan (IEA-PVT) introduced the large-size PV power plant from 10 MW up to several GW in a zone from 0.1 to 20 km² [6]. The large-scale penetration of the PV power plant into power grids will remarkably affect power transmission and generation systems [7]. Accordingly, the efficacy of large scale PV on small signal power system stability is very significant and should be studied carefully [8-10]. Till now, there have been many publications about the PV power unit on the low frequency analysis of the distribution system. The effects of high penetration of the PV unit on distribution grids have been published in Refs. [11-14]. As these researches propose, high influence of PV power can effect on the voltage profile depending on the level of PV infiltration and the loading conditions. Study outcomes of these researches propose that the voltage regulation equipment which presently available is not able to damp down the harmful effects of PV system transients. With the increase in PV infiltration, the affect of these systems on the transmission networks cannot be ignored, while a few studies have been performed about the efficacy of high capacity PV on the transmission system. Researchers [15-18] have studied the transient conduct of the transmission system in repercussion to different perturbations related to PV unit. In Ref. [15], Authors study the effect of PV influence and STATCOM on the stability of a single machine infinite bus (SMIB) system based on the rotor angle stability. It has been illustrated in Ref. [16] that depending on the level of PV power production, PV power production can have both effective and adverse effects on transient voltages. Ref. [17] presents a cost efficient control algorithm for standalone batteryless PV systems. Authors in Ref. [18]
investigate the effect of BESS on low frequency oscillations in multi-machine power system with large-size PV penetration. In Ref. [19], in order to see both harmful and beneficial effects of PV power generation on the stability of a power system under increased levels of PV power generation is perused. The stability of the voltage and angle of a PV system connected IEEE 14 bus system is studied in Ref. [20]. The impact of PV plants on low frequency fluctuations is also studied in this work. Authors in Ref. [21] design a SMIB system with the grid-connected large-size PV power plant due to investigate the influence of a grid-connected PV power plant on the small signal stability. They illustrate the effect of the size of the PV injected power production to the network on the damp torque. It causes a negative or positive effect on small frequency oscillations, although not argued about how to control the system. A complementary control signal in the excitation system of a generating unit can be used in order to provide fast damping for this complicated system and improve its dynamic stability. Dynamic analysis of large-size PV plant in the power system and damp out the electromechanical fluctuations by a novel controller, is the main target of this paper. The inertialess large scale PVs put extra load on the formal synchronous generators in power network which have to inject the determinate damping torque to insure stability of the system. The power system stabilizers (PSSs) provide appropriate consolidation signals over an extensive range of oscillations and operating situations [22]. With the development of the PV and increment uncertainty of power generated in the transmission power network, the abrupt perturbation causes the unstable system or feeble damped fluctuations. Most recently due to the fast advancement of power systems, design an optimal PSS by containing uncertainty is becoming to an essential issue. A novel sparse recursive least square algorithm to regulate the parameters of the PSS to damp fluctuations is presented in Ref. [23]. Also, the proposed controller has been applied to SMIB various disturbances. Nowadays, the control operations have given superior progress in the power system [24]. Fractional-order proportional-integral-derivative (PI\textsuperscript{\mu}D\textsuperscript{\mu}) controller has received a major consideration in the last decade [25-27]. PI\textsuperscript{\mu}D\textsuperscript{\mu} calculus provides a novel mathematic module for the power system and prepares a complete mathematic model for complex systems [28]. A novel PI\textsuperscript{\mu}D\textsuperscript{\mu} controller designing method is presented in Ref. [29]. The optimal parameters of PI\textsuperscript{\mu}D\textsuperscript{\mu} controller are gained by reducing the integrated absolute error (IAE). In this paper, in order to optimize the efficiency of the power system, a novel optimal controller design is characterized as an optimization tool and the Gray Wolf Optimization (GWO) algorithm is used to solve this problem. The GWO algorithm is one of the most best heuristic algorithms which were first presented by Mirjalili et al. in 2014 [30]. It can find a superior solution within a shorter time than other random algorithms. This paper purports a novel optimal fuzzy based fractional order PID (FP\textsuperscript{\mu}D\textsuperscript{\mu}) controller, to optimize the parameters using the GWO algorithm. The GWO algorithm has been compared with the PSO in controller design [31]. The targets of this work are:

- An extensive dynamic model of PV power units has been extended to study small signal stability in power systems.
- A novel optimal FP\textsuperscript{\mu}D\textsuperscript{\mu} controller is proposed for damping of fluctuations.
- The GWO algorithm is used to search for FP\textsuperscript{\mu}D\textsuperscript{\mu} stabilizer parameters in the attendance of multi-machine system connected to PV unit.

The remainder of the study is organized as follows. In Section 2, precise component system modeling, including large scale PV and conventional units, used for low frequency studies, is introduced. In Section 3, the optimal method for designing a novel controller for the system incorporating PV unit is presented. Also, the tuned parameters for the stabilizers are provided in this part. Section 4 analyzes the time-domain results gained from the model and solution method. Finally, in Section 5, conclusions are given.

2. SYSTEM CONFIGURATION AND MODELS
In this study the influences of a power system, including multi-conventional generators and large scale PV unit on the low frequency oscillations of the power system are studied. To achieve the aim, various components of power system, including PV power unit, generators and their control systems must be first modeled. Figure 1 demonstrates the configuration of the studied large-size PV unit connected multi-machine power system. The system parameters have been provided in Ref [32] (without the PV unit). The details of PV parameters have been presented in the Appendix.

2.1. Models of converters and MPPT function
DC-DC boost convertor is employed because the PV output voltage level is low. The circuit of the DC-DC boost converter which connected to the PV power unit shown in Fig. 2. The mathematical equations of the converter can be obtained as follows [33]:
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Where, $k$ is generally equal to 0.75, $\psi$ is the angle deviation between $V_{pv\text{ac}}$ and $V_{dc}$. The DC-AC inverter has two diverse controllers. $\phi$ is the phase of the pulse width modulation and $m$ is the modulation rate.

\[
\phi = \phi_0 + T_{vd}(s)(V_{dc} - V_{dc-ref}) \\
m = m_0 + T_{va}(s)(V_s - V_{s-ref})
\]

(5)
(6)

Where, $T_{vd}$ is DC voltage controller transfer function and $T_{va}$ is AC voltage controller transfer function. The equation of the DC-AC inverter can be obtained as [22]:

\[
V_{dc} = \frac{1}{C_{dc}}(I_{dc,2} - I_{dc,1})
\]

(7)

### 2.2. Dynamic model of PV power plant

Generally, large-size PV unit can be formed with four necessary components, PV cells, power electronic DC-AC inverter, DC-DC boost converter and the controllers associated with it [34, 35]. A PV array contains of PV modules that are connected in parallel-series template. The PV array with $N_s$ modules in series and $N_p$ in parallel is modeled. The model for PV that employed in this study is leaning on the single diode model. The tantamount model is shown in Fig 3. The current voltage characteristic of the PV unit is:

\[
V_{pv} = \frac{N_s n k T}{q} \ln \left( \frac{N_p I_{sc} I_c}{100} \frac{1}{N_p I_0} + 1 \right)
\]

(8)

Where, $I_r$ is the irradiance, $T$ is the junction temperature, $n$ is the ideality factor, $N_p$ and $N_s$ are the number of PV cells in parallel and series circuits, respectively. $k$ is the Boltzmann’s constant, $I_{sc}$ is the short circuit current, $q$ is the electron charge and $I_0$ is the saturation current.

It should be note that the light current $I_{pv}$ has direct relationship with solar irradiance. With regard to the impacts of temperature and irradiance on light current, the light current approximated as follow:

\[
I_r(G_a, T) = I_{sc} \frac{G_a}{G_{as}} \left[ 1 + \Delta I_{sc} (T - T_0) \right]
\]

(9)

Where, $T$ and $G_a$ depute temperature and irradiance, respectively. Other parameters in Eq. (9) are constants: $G_{as}$ is the standard irradiance (1000w/m²), $I_{sc}$ is the short circuit current, $\Delta I_{sc}$ is the temperature coefficient of short circuit current, and $T_0$ is the standard temperature (298K). From Ref. [36], the saturation current $I_0$ can be obtained as:
After simplification of Eq. (13), we have:

\[
\begin{bmatrix}
I_{Ma} \\
I_{PV}
\end{bmatrix} = \begin{bmatrix}
Y_{Ma, Ma} & Y_{Ma, PV} \\
Y_{PV, Ma} & Y_{PV, PV}
\end{bmatrix} \begin{bmatrix}
V_{Ma} \\
V_{PV}
\end{bmatrix}
\]  \hspace{1cm} (14)

\[
\begin{bmatrix}
I_{Ma} \\
I_{PV}
\end{bmatrix} = \begin{bmatrix}
Y_G \\
Y_S
\end{bmatrix} \begin{bmatrix}
V_{Ma} \\
V_{PV}
\end{bmatrix}
\]  \hspace{1cm} (15)

Where, \( Y_{Ma, Ma} \) is \( N \times N \), \( Y_{PV, PV} \) is \( 1 \times 1 \) and \( Y_{Ma, PV} \) is \( N \times 1 \) matrices. From the Eq. (15) and the Eqs in Ref. [32], we have:

\[
i_i = \sum_{n=1}^{N} Y_G \left[ e^{(i(\theta_n+\delta_n+90))}, E_{qn} + (x_{qn} - x_{dn}) e^{-j\delta_n}, I_{qn} \right]
\]  \hspace{1cm} (16)

Where, \( \delta \) is the torque angle, \( x_d \) synchronous reactance of the transient state in \( q \)-axis and \( E_q^{*} \) is internal voltage behind transient reactance. In \( d - q \) coordinates:

\[
i_i = I_i e^{j\delta_i}
\]  \hspace{1cm} (17)

\[
i_{di} = \text{Re}(i_i), \quad i_{qi} = \text{Im}(i_i) \quad i = 1,2,...,N
\]  \hspace{1cm} (18)

After simplification of Eq. (18), we have:

\[
Y(z, n) = Y_{PV}(n) - \sum_{j=1}^{N} i \times [Y_{PV}(j) \times \delta (j) \times Y_{R}(j, n)]
\]  \hspace{1cm} (21)

\[
z = N + 1 \quad \text{PV location}
\]  \hspace{1cm} (21)

\[
n = 1,...,N + 1
\]  \hspace{1cm} (21)

Till now, this work derived the variables \( V_1, ..., V_N \) of the modified matrix of the system admittance. Since the PV converter AC voltage of equals the following:

\[
V = m \ k \ Vdc \ sin(\psi) \quad \psi = \phi + \phi
\]  \hspace{1cm} (22)

Therefore, \( i_d \) and \( i_q \) currents for all generators can
be written as follows:
\[
\begin{align*}
\Delta v_i &= \sum_{n=1}^{N+1} Y_{sn} \sin(B_{in} + \delta_{in}) \Delta E_{in} + Y_{sn} \cos(B_{in} + \delta_{in}) \Delta I_{in} \\
\Delta i_i &= \sum_{n=1}^{N+1} Y_{sn} \cos(B_{in} + \delta_{in}) \Delta E_{in} + Y_{sn} m \Delta V_{dc} \cos(\varphi + \delta_i)
\end{align*}
\]

(23)

\[
i = 1, \ldots, N
\]

z = N + 1 ; PV location

PV current in \( d \), \( q \), axes can be obtained by the Eqs. (21) and (22). That is written as follows:
\[
I_S = \sum_{n=1}^{N+1} Y_{sn} V_n e^{-\varphi}
\]

(24)

As, we have:
\[
I_{sd} = \text{Re}(I_S)
I_{sq} = \text{Im}(I_S)
\]

(25)

2.4. Complete linearized network model

In this part, the power system demonstrated in Figure 1 is linearized. We can linearize a nonlinear system by considering the low disturbance about a working point. At first, to linearize the system, the initial conditions must be found by a power flow tools. For linearization of the power system, we applied the method in [32].

\[
\Delta(i_i + j q_i) = \Delta I_i + j \Delta q_i
\]

(26)

See more details in Appendix A.

Linearization of the PV unit (Eqs. (8) and (9)) around the balance point can be obtained as:

\[
\text{Fig. 5. A small signal model of a large size PV unit installed to the}
\]

multi-machine power system

\[
\Delta V_{PV} = \frac{N_{s} KT}{q}
\]

(27)

\[
\Delta I_r = I_{SC} \frac{G_d}{G_n} \Delta I_{PV} \Delta T
\]

(28)

\[
\Delta T = T - T_s
\]

(29)

Eventually, linearization of the system can be shown as:

\[
\Delta \delta_i = \omega_{\gamma i} \Delta \omega_i
\]

(30)

\[
\Delta \omega_i = \frac{1}{M_i} \left( -K_{i1} \Delta \delta_i - D_i \Delta \omega_i \right)
\]

(31)

\[
\Delta E_{qi} = \frac{1}{T_{d0i}} \left( -K_{i2} \Delta E_{qi} - K_{TVdi} \Delta V_{dc} - K_{Tmid} \Delta \Psi \right)
\]

(32)

\[
\Delta E_{fdi} = -\frac{1}{T_{f0i}} \Delta E_{fdi}
\]

(33)

By using of the Eqs (30-33), the diagram for \( i^{th} \) generator can be demonstrated in Fig. 5.

3. SYSTEM CONTROL AND OPTIMIZATION

3.1. Structure of \( FP^{1+D}^\mu \) based stabilizers

To ameliorate the efficiency and robustness of PID controller, Podlubny has presented \( FP^{1+D}^\mu \) controller because of including an integrator of the order \( \lambda \) and differentiator of order \( \mu \). This control system is formulated in [23]. The Riemann-Liouville (RL) definition for the \( FP^{1+D}^\mu \) controller can be written as follows:

\[
a D^{\alpha}_t F(t) = \frac{1}{\Gamma(n-\alpha)} \left( \frac{d}{dt_n} \right)^n \frac{f(t)}{t^{\alpha-n}} \frac{d^n}{d t^n} \int_0^t f(\tau) \tau^{n-\alpha} d\tau
\]

(34)

\( \Gamma(0) \) is the Gamma function of Euler that determines
the allocates and factorial operator, to obtain non-integer values. An alternative definition, based on the indication of fractional differentiation, which is the Grunwald-Letnikov expression has illustrated the following:

\[ aD^\alpha F(t) = \lim_{g \to 0} \left( \frac{1}{\Gamma(\alpha) g^\alpha} \sum_{d=0}^{(t-d)/g} \frac{f(t-d)}{\Gamma(\alpha + d)} \right) \]

(35)

The function of \( P1^3D^\mu \) controller is acquired through Laplace transform and is obtained as:

\[ U_{P1^3D^\mu}(s) = (K_P + K_I s^{-\lambda} + K_D s^\mu) \Delta \omega \]

(36)

Fuzzy logic control (FLC) employed as an input signal for \( P1^3D^\mu \) controller to reduce and damp the oscillations as created by disturbance. We applied the proposed \( P1^3D^\mu \) controller in all generators (G1,G2,G3). The structure of \( FP1^3D^\mu \) stabilizer is shown in Fig. 6.

The FLC inputs are the angle deviation (\( \Delta \delta \)) and speed deviation (\( \Delta \omega \)). On the other hand the output produces the following parameters: \( K_P, K_D, K_I, KF_1, KF_2 \) and \( \mu, \lambda \) which are the proportional, differential, integral, Fuzzy coefficients constants, fractional order integral and derivative elements respectively.

### 3.2. A brief description of GWO algorithm

The GWO method is one of the latest bio-inspired algorithm introduced by Mirjalili et al., in 2014 [30]. There are four categories of these wolves: alpha (\( \alpha \)), delta (\( \delta \)), beta (\( \beta \)) and omega (\( \omega \), in decreasing order of dominance. In every iteration, Beta, Alpha and Delta wolves update their position according to position of pray. These updates will continue until the distance between pray stop moving or satisfactory result is met. \( \alpha \) is the best solution in modeling of these wolves. Every other wolf surpasses its dominance. The hunting is mainly guided by \( \alpha \), and \( \beta \) then \( \delta \) followed by the \( \omega \). The first step is surrounding the prey and mathematically it is given as Eqns. (37) and (38).

\[ D = ||C.X_p(t) - X(t)|| \]

(37)

\[ X(t + 1) = X_p(t) - A.D \]

(38)

\[ A = 2 \cdot a \cdot r_1 - a \]

(39)

\[ C = 2 \cdot r_2 \]

(40)

Where, \( t \) indicates the iterations, \( C \) and \( A \) indicate the
Coefficient vectors, $X_p$ is the prey position and $X$ is the wolf position of the grey wolf. The parameter of $\alpha$ decreases from 2 to 0 linearly over every iteration and $r_1$ and $r_2$ are random number within $[0,1]$. Alpha ($\alpha$), Beta ($\beta$), and Delta ($\delta$), three best solution chosen first and update their position of other agents pursuant to the best search solution. The mathematical equation for this solution is [30]:

$$
D_\alpha = C_1.X_\alpha - X
$$

(41)

$$
D_\beta = C_2.X_\beta - X
$$

$$
D_\delta = C_3.X_\delta - X
$$

(42)

$$
X_1 = X_\alpha - A_1.D_\alpha
$$

$$
X_2 = X_\beta - A_2.D_\beta
$$

$$
X_3 = X_\delta - A_3.D_\delta
$$

$$
X(t + 1) = \frac{(X_1 + X_2 + X_3)}{3}
$$

(43)

Alpha, Beta, and Delta wolves encompassed around the prey and update their position within the circle. The flowchart of grey wolf optimization is shown in Fig. 8.

3.3. $FP_{I^D}^\mu$ Controller based GWO

After linearizing the system, the eigenvalues of the system are calculated, and the desired objective function can be formulated using only the slightly damped or unstable electromechanical modes that require to be shifted. The objective function for GWO to tuning of the parameters of controller is defined by the following:

$$
OF = \text{Min} \left( \text{Max} \left( \text{Re}_i + \sum_{j=1}^{n}(1 - \xi_j) \right) \right)
$$

(44)

Where, $n$ is the full number of the eigenvalues, $\text{Re}$ is the real of eigenvalues and $\xi_j$ is the damping ratio. As regards, in every iteration of optimization algorithm, there are some Eigen values, so we should choose the worst one (the maximum one) and also we should calculate all damping rate (this equation, being close to zero is better). Therefore, we should choose the minimum one in all iteration. The constraints on the controller parameter are defined Eq. 45.

Typical limited areas of the parameters are $[0.001-4]$ for $K_P$, $K_I$, $K_D$, $[0.001-1]$ for $\lambda$, $\mu$ and $[1-20]$ for $KF_1$ and $KF_2$.

$$
K_i^{\text{min}} \leq K_i \leq K_i^{\text{max}}, \quad K_p^{\text{min}} \leq K_p \leq K_p^{\text{max}}
$$

$$
K_D^{\text{min}} \leq K_D \leq K_D^{\text{max}}, \quad \lambda^{\text{min}} \leq \lambda \leq \lambda^{\text{max}}
$$

$$
\mu^{\text{min}} \leq \mu \leq \mu^{\text{max}}, \quad KF_1^{\text{min}} \leq KF_1 \leq KF_1^{\text{max}}
$$

$$
KF_2^{\text{min}} \leq KF_2 \leq KF_2^{\text{max}}
$$

(45)

4. SIMULATION AND DISCUSSION

Three scenarios will be considered to appraise the small signal modeling of the large scale PV connecting multimech system and proposed controller (Table 2).

Table 2 demonstrates the optimized values of the parameters using GWO for the $FP_{I^D}^\mu$ controller.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$P_{PV}$</th>
<th>$P_{DG}$</th>
<th>$P_{DG}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>0.3 pu</td>
<td>1.63 pu</td>
<td>0.85 pu</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>0.7 pu</td>
<td>1.43 pu</td>
<td>0.65 pu</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>1.2 pu</td>
<td>1.13 pu</td>
<td>0.45 pu</td>
</tr>
</tbody>
</table>

Table 3. Optimal $FP_{I^D}^\mu$ controller based GWO parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$KF_1$</th>
<th>$KF_2$</th>
<th>$K_I$</th>
<th>$K_D$</th>
<th>$\mu$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal value</td>
<td>24.5</td>
<td>10.58</td>
<td>3.99</td>
<td>1.75</td>
<td>2.52</td>
<td>0.84</td>
</tr>
</tbody>
</table>
Fig. 9. Oscillation modes of the system in three scenarios

To display the intensive performance of the tuned $FPI^4D^\mu$ controller, the oscillation modes gained in three scenarios, both without and with $FPI^4D^\mu$ controller are shown in Fig. 9. The analysis proves that the low-frequency eigenvalues near the imaginary axis are the most superior and obligatory for system stability, while the eigenvalues close to the real axis will affect the dynamic performance. It is obvious that some of the eigenvalues are in an unstable area (the positive part of real axis) and in some scenarios, are weakly damped. When the controller is not installed. Although, it can be concluded that the power system has an oscillation which must be solved it. It is also obvious that the dynamic stability of the power system with the novel controller is significantly improved. The results show the system stability can be affected either positively or negatively by the PV power unit when system conditions change. In this study, the performance of the proposed stabilizer under transient conditions is verified by applying a step input signal.

**Scenario 1:** In this part, the efficiency of the $FPI^4D^\mu$ controller under different conditions is confirmed. The output responses of the system as demonstrated in Figs. 10, 11 confirm that system is unstable. In this scenario, the PV power is lower than all the generators in the system. Figures 10, 11 display the plot of speed deviations between generator G1 and G2, G3 of the equipped generators with different controller under the perturbation.

Fig. 10. Speed deviation among conventional generator G1 and G2 with different controllers in scenario 1

Fig. 11. Speed deviation among conventional generator G1 and G3 with different controllers in scenario 1

By inspection of the curves in Figures 10 and 11, it is noticed that the speed deviation of the power system which used $FPI^4D^\mu$ controller based GWO reached a superior damping against another stabilizer.

**Scenario 2:** In this case, the PV power injected into the power network is lower than the power supplied from one generator in the system and more than from two remained generators to the grid. The efficiency of the power system in this scenario is similar the scenario 1, therefore the power system without controller will be instable. The speed deviations between generator G1 and G2, 3 of the power system with various controllers in this case are illustrated in Figures 12 and 13. The system fluctuations are damped with the optimal $FPI^4D^\mu$ controller which proves the eigenvalue analysis. It is obvious that when the power system has a controller, it will be stable with proper damping factors. In this scenario, also the $FPI^4D^\mu$ controller based GWO achieved a better damping than the other controller.

**Scenario 3:** In this section, the PV power penetrated into the power system is more than the power generated from all the conventional generators in the system. It is obvious that the performance of the network is preferable than the other scenarios and eventually, the system will be stable with short time.
The speed deviations between generator G1 and G2, 3 of the system with various controllers are demonstrated in Figures 14 and 15. The speed deviation system with $FP1^3D^\mu$ controller based GWO is superior than that with GWO based conventional PSS with less overshoot and settling time.

To demonstrate performance robustness of the proposed method, the Integral of the Time multiplied Absolute value of the Error (ITAE) is defined as:

$$ITAE = 1000 \int_0^\infty t(|w_1 - w_2| + |w_1 - w_3|)dt$$  \hspace{1cm} (46)

Where, $w_1, w_2, w_3$ are the speed rotors of generator G1, G2 and G3, respectively. It is worth mentioning that the lower the value of this indice is, the better the system response in terms of time-domain characteristics. Numerical results of performance robustness for all cases are listed in Table 4. It can be seen that the values of this index with the $FP1^3D^\mu$ controller based GWO are much smaller compared to that PSS-GWO and $FP1^3D^\mu$-PSO.

### Table 4: Numerical results of ITAE index for all cases

<table>
<thead>
<tr>
<th>Method</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSS-GWO</td>
<td>78.21</td>
<td>69.48</td>
<td>37.12</td>
</tr>
<tr>
<td>$FP1^3D^\mu$-PSO</td>
<td>11.63</td>
<td>28.04</td>
<td>13.92</td>
</tr>
<tr>
<td>$FP1^3D^\mu$-GWO</td>
<td>10.04</td>
<td>14.46</td>
<td>7.39</td>
</tr>
</tbody>
</table>

Fig.14. Speed deviation among conventional generator G1 and

Fig.15. Speed deviation among conventional generator G1 and G3 with different controllers in scenario 3

### 5. CONCLUSIONS

High penetration of large scale PV unit compared with conventional generators makes an increased responsibility on power system planners related to studying its effect on dynamic grid. In this study, a novel technique for small signal modeling of conventional multi-machine power system with the large scale PV unit is presented due to study small signal stability in power systems. Also, a novel $FP1^3D^\mu$ controller is presented for debilitate the oscillations of imported perturbation in the system in attendance of a PV power plant. The tuned parameters of the $FP1^3D^\mu$ controller are done. To obtain the optimized parameters, the GWO method is employed to solve the problem. The comparison between GWO and PSO results illustrates the effectiveness of application of the GWO algorithm to optimize the controller. Simulation study in the multi-machine connected to the large scale PV unit proves that the stabilizing consequence of the system with $FP1^3D^\mu$ controller based GWO are much premiere to those of the classic PSS.

### Appendix A

From Eq. (26), we will have:

$$[\Delta_d]= [P_2][\Delta\delta] + [Q_2][\Delta\delta] \quad + [M_d][\Delta\delta] + [d\delta][M_d][\Delta\delta] \quad + [d\delta][d\delta][M_d][\Delta\delta] + [d\delta][M_d][d\delta] + [d\delta][M_d][\Delta\delta] + [M_d][\Delta\delta]$$

$$[\Delta_q]=[P_q][\Delta\delta] + [Q_q][\Delta\delta] \quad + [d\delta][P_q][\Delta\delta] + [d\delta][Q_q][\Delta\delta] + [d\delta][Q_q][\Delta\delta] + [d\delta][Q_q][d\delta] + [Q_q][d\delta][\Delta\delta] + [Q_q][\Delta\delta][d\delta]$$

Where,

$$P_{dj} = -[Y_{ij}][\cos(B_{ij} \delta_j) \quad + (x_{ij} - x_{ij}) \times \sin(B_{ij} \delta_j) \times I_{ij}]$$

(A-2)
\[ P_{qij} = -|Y_{qij}|[\sin(B_{ij} + \delta_y)] \]
\[ i \neq j \]
\[ P_{a(i)} = -\sum_{i \neq j} P_{qij} - [Y_{ai} \times m_i \times k \times V_{d,0} \times i_{qj}] \]
\[ i = j \]
\[ P_{a(q)} = -\sum_{i \neq j} P_{qij} - [Y_{a(q)} \times m_i \times k \times V_{d,0} \times i_{qj}] \]
\[ i = j \]
\[ \delta: \text{PV location} \]
\[ Q_{a(q)} = Y_{a(q)} \times \cos(B_{ij} + \delta_y) \]
\[ Q_{a(q)} = Y_{a(q)} \times \sin(B_{ij} + \delta_y) \]
\[ L_{qij} = -|Y_{qij}|[(x_{qij} - x_{dij}) \times \sin(B_{ij} + \delta_y)] \]
\[ i \neq j \]
\[ L_{qij} = 1 - |Y_{qij}|[(x_{qij} - x_{dij}) \times \sin(B_{ij} + \delta_y)] \]
\[ M_{a(i)} = -|Y_{ai}|[(x_{ai} - x_{qij}) \times \cos(B_{ij} + \delta_y)] \]
\[ i = 1, \ldots, N \]
\[ j = 1, \ldots, N \]
\[ dVdC_{dij} = Y_{i} \times m_i \times k \times \cos(\varphi_o + \delta_y) \]
\[ dmd_{i} = Y_{i} \times V_{d,0} \times m_i \times k \times \cos(\varphi_o + \delta_y) \]
\[ dsay_{dij} = -Y_{i} \times V_{d,0} \times m_i \times k \times \sin(\varphi_o + \delta_y) \]
\[ dvdC_{aq} = Y_{i} \times m_i \times k \times \sin(\varphi_o + \delta_y) \]
\[ dmq_{i} = Y_{i} \times V_{d,0} \times m_i \times k \times \sin(\varphi_o + \delta_y) \]
\[ dsay_{aq} = Y_{i} \times V_{d,0} \times m_i \times k \times \cos(\varphi_o + \delta_y) \]
\[ N = N + 1 \]; \text{SOFC location} \]

The Heffron-Phillips coefficients are obtained in the following:

\[ K_{ij} = D_i F_{ij} + Q_i F_{ij} \]
\[ K_{2i} = D_i Y_{a(i)} + Q_i Y_{a(i)} + I_{q_i0} \]
\[ K_{2j} = D_i Y_{a(j)} + Q_i Y_{a(j)} \]
\[ K_{3,ij} = [\{x_{dij} - x_{dij}'\} Y_{dij}]^{-1} \]
\[ K_{3,ij} = [\{x_{dij} - x_{dij}'\} Y_{dij}]^{-1} \]
\[ K_{3,ij} = [\{x_{dij} - x_{dij}'\} Y_{dij}]^{-1} \]

PV parameters are given as follows:

\[ L_s = 4.66 \]
\[ V_{oc} = 22v \]
\[ I_{sc} = 5 \]
\[ N_{p} = 300 \]
\[ N_{p} = 300 \]
\[ T_{a} = 25 C \]
\[ G_0 = 1000 W/m^2 \]
\[ I_{p} = 2.996 \]
\[ K_{v} = 0.346 \]
\[ \Delta I_{oc} = 0.057 \]
\[ n = 0.3 \]
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