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Abstract- In this paper, the theory and modeling of large scale photovoltaic (PV) in the power grid and its effect on 

power system stability are studied. In this work, the basic module, small signal modeling and mathematical analysis of 

the large scale PV jointed multi-machine are demonstrated. The principal portion of the paper is to reduce the low 

frequency fluctuations by tuned stabilizer in the attendance of the PV unit. In order to optimize the system performance, 

a novel optimal fuzzy based fractional order PID (𝐹𝑃𝐼𝜆𝐷𝜇) stabilizers are proposed to meliorate small signal stability 

of a power network connected PV unit. For optimizing the performance of the system, 𝐹𝑃𝐼𝜆𝐷𝜇  is exploited by Gray 

Wolf Optimization (GWO) algorithm. In order of evaluation of the proposed stabilizers performance, two different types 

of controllers are compared, include optimal classic stabilizer and 𝐹𝑃𝐼𝜆𝐷𝜇  based particle swarm optimization (PSO) 

algorithm. The superiority of 𝐹𝑃𝐼𝜆𝐷𝜇 based GWO on improving small signal stability in the studied system, including 

large scale PV is shown via time-domain simulations. 

Keyword: Fractional order PID (𝑃𝐼𝜆𝐷𝜇) controller; Fuzzy Control; Photovoltaic; Gray Wolf Optimization (GWO) 

Algorithm; Small Signal Model. 

 

1. INTRODUCTION 

The renewable generations in the providing of energy in 

distant places and the diminution of fossil usage [1-3] 

have an essential role in power systems [4]. The main 

problem is about the alternative essence of the 

renewable generations, which effect on the power 

system stability [5]. One of the best types of renewable 

energies, which produce power by changing radiation to 

electricity is a Photovoltaic (PV) panels. It is clear that 

in the next decades, the large scale PV will be 

considered as source power production in the 

transmission grid. International energy agency-

photovoltaic technology plan (IEA-PVT) introduced the 

large-size PV power plant from 10 MW up to several 

GW in a zone from 0.1 to 20 km2 [6]. The large-scale 

penetration of the PV power plant into power grids will 

remarkably affect power transmission and generation 

systems [7]. Accordingly, the efficacy of large scale PV 

on small signal power system stability is very 

significant and should be studied carefully [8-10]. Till 

now, there have been many publications about the PV 

power unit on the low frequency analysis of the 

distribution system. The effects of high penetration of 

the PV unit on distribution grids have been published in 

Refs. [11-14]. As these researches propose, high 

influence of PV power can effect on the voltage profile 

depending on the level of power PV infiltration and the 

loading conditions. Study outcomes of these researches 

propose that the voltage regulation equipment which 

presently available is not able to damp down the 

harmful effects of PV system transients. With the 

increase in PV infiltration, the affect of these systems on 

the transmission networks cannot be ignored, while a 

few studies have been performed about the efficacy of 

high capacity PV on the transmission system. 

Researchers [15-18] have studied the transient conduct 

of the transmission system in repercussion to different 

perturbations related to PV unit. In Ref. [15], Authors 

study the effect of PV influence and STATCOM on the 

stability of a single machine infinite bus (SMIB) system 

based on the rotor angle stability. It has been illustrated 

in Ref. [16] that depending on the level of PV power 

production, PV power production can have both 

effective and adverse effects on transient voltages. Ref. 

[17] presents a cost efficient control algorithm for 

standalone batteryless PV systems. Authors in Ref. [18] 
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investigate the effect of BESS on low frequency 

oscillations in multi-machine power system with large-

size PV penetration. In Ref. [19], in order to see both 

harmful and beneficial effects of PV power generation 

on the stability of a power system under increased levels 

of PV power generation is perused. The stability of the 

voltage and angle of a PV system connected IEEE 14 

bus system is studied in Ref. [20]. The impact of PV 

plants on low frequency fluctuations is also studied in 

this work. Authors in Ref. [21] design a SMIB system 

with the grid-connected large-size PV power plant due 

to investigate the influence of a grid-connected PV 

power plant on the small signal stability. They illustrate 

the effect of the size of the PV injected power 

production to the network on the damp torque. It causes 

a negative or positive effect on small frequency 

oscillations, although not argued about how to control 

the system. A complementary control signal in the 

excitation system of a generating unit can be used in 

order to provide fast damping for this complicated 

system and improve its dynamic stability. Dynamic 

analysis of large-size PV plant in the power system and 

damp out the electromechanical fluctuations by a novel 

controller, is the main target of this paper. The inertia-

less large scale PVs put extra load on the formal 

synchronous generators in power network which have to 

inject the determinate damping torque to insure stability 

of the system. The power system stabilizers (PSSs) 

provide appropriate consolidation signals over an 

extensive range of oscillations and operating situations 

[22]. With the development of the PV and increment 

uncertainty of power generated in the transmission 

power network, the abrupt  perturbation causes the 

instable system or feeble damped fluctuations. Most 

recently due to the fast advancement of power systems, 

design an optimal PSS by containing uncertainty is 

becoming to an essential issue. A novel sparse recursive 

least square algorithm to regulate the parameters of the 

PSS to damp fluctuations is presented in Ref. [23]. Also, 

the proposed controller has been applied to SMIB 

various disturbances. Nowadays, the control operations 

have given superior progress in the power system [24]. 

Fractional-order proportional-integral-derivative 

(𝑃𝐼𝜆𝐷𝜇) controller has received a major consideration 

in the last decade [25-27]. 𝑃𝐼𝜆𝐷𝜇  calculus provides a 

novel mathematic module for the power system and 

prepares a complete mathematic model for complex 

systems [28]. A novel 𝑃𝐼𝜆𝐷𝜇  controller designing 

method is presented in Ref. [29]. The optimal 

parameters of 𝑃𝐼𝜆𝐷𝜇 controller are gained by reducing 

the integrated absolute error (IAE). In this paper, in 

order to optimize the efficiency of the power system, a 

novel optimal controller design is characterized as an 

optimization tool and the Gray Wolf Optimization 

(GWO) algorithm is used to solve this problem. The 

GWO algorithm is one of the most best heuristic 

algorithms which were first presented by Mirjalili et al. 

in 2014 [30]. It can find a superior solution within a 

shorter time than other random algorithms. This paper 

purposes a novel optimal fuzzy based fractional order 

PID (𝐹𝑃𝐼𝜆𝐷𝜇 ) controller, to optimize the parameters 

using the GWO algorithm. The GWO algorithm has 

been compared with the PSO in controller design [31]. 

The targets of this work are: 

 An extensive dynamic model of PV power units has 

been extended to study small signal stability in 

power systems.  

 A novel optimal 𝐹𝑃𝐼𝜆𝐷𝜇 controller is proposed for 

damping of fluctuations. 

 The GWO algorithm is used to search for 𝐹𝑃𝐼𝜆𝐷𝜇 

stabilizer parameters in the attendance of multi-

machine system connected to PV unit. 

The remainder of the study is organized as follows. In 

Section 2, precise component system modeling, 

including large scale PV and conventional units, used 

for low frequency studies, is introduced. In Section 3, 

the optimal method for designing a novel controller for 

the system incorporating PV unit is presented. Also, the 

tuned parameters for the stabilizers are provided in this 

part. Section 4 analyzes the time-domain results gained 

from the model and solution method. Finally, in Section 

5, conclusions are given. 

2. SYSTEM CONFIGURATION AND MODELS 

In this study the influences of a power system, including 

multi-conventional generators and large scale PV unit 

on the low frequency oscillations of the power system 

are studied. To achieve the aim, various components of 

power system, including PV power unit, generators and 

their control systems must be first modeled. Figure 1 

demonstrates the configuration of the studied large-size 

PV unit connected multi-machine power system. The 

system parameters have been provided in Ref [32] 

(without the PV unit). The details of PV parameters 

have been presented in the Appendix.  

2.1. Models of converters and MPPT function 

DC-DC boost convertor is employed because the PV 

output voltage level is low. The circuit of the DC-DC 

boost converter which connected to the PV power unit 

shown in Fig. 2. The mathematical equations of the 

converter can be obtained as follows [33]: 
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Fig. 2. Schematic of the DC-DC boost converter 
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Where, Li  is the DC-DC inductor current, d  is the 

duty cycle, PVV  output voltage of the large-size PV unit 

and  cV
  is the DC-DC capacitor voltage. 

The DC-DC boost converter in this work is equipped 

with a maximum power point tracking (MPPT) function 

which enables it to act as a MPPT controller for the PV 

unit. Hence, for DC-DC converter, we have: 

 pvrefpvd IITdd  0  (3) 

Where, refpvI  is the reference current of PV, d  is 

the duty cycle, pvI
is the output current of PV and the 

transfer function of the PV current controller DC-AC 

inverter ( dT
) is used to change the DC voltage to AC 

voltage for connecting to the power system. The AC 

voltage of inverter is given as follow [25]: 

  sincos jmkVV dcpvac 


 (4) 

Where, k is generally equal to 0.75,   is the angle 

deviation between 


pvacV  and dcV . The DC-AC inverter 

has two diverse controllers. φ is the phase of the pulse 

width modulation and m is the modulation rate. 

  refdcdcvdc VVsT  0  (5) 

  refssvac VVsTmm  0  (6) 

Where, vdcT  is DC voltage controller transfer 

function and vacT  is AC voltage controller transfer 

function. The equation of the DC-AC inverter can be 

obtained as [22]: 

 12

. 1
dcdc

dc
dc II

C
V   

(7) 

2.2. Dynamic model of PV power plant 

Generally, large-size PV unit can be formed with four 

necessary components, PV cells, power electronic DC-

AC inverter, DC-DC boost converter and the controllers 

associated with it [34, 35]. A PV array contains of PV 

modules that are connected in parallel-series template. 

The PV array with Ns modules in series and Np in 

parallel is modeled. The model for PV that employed in 

this study is leaning on the single diode model. The 

tantamount model is shown in Fig 3. The current -

voltage characteristic of the PV unit is: 
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Where, 𝐼𝑟  is the irradiance, T is the junction 

temperature,  𝑛 is the ideality factor, 𝑁𝑝  and 𝑁𝑠  are the 

number of PV cells in parallel and series circuits, 

respectively. 𝑘  is the Boltzmann’s constant,  𝐼𝑆𝐶  is the 

short circuit current,𝑞 is the electron charge and 𝐼0 is the 

saturation current. 

It should be note that the light current IPV has direct 

relationship with solar irradiance. With regard to the 

impacts of temperature and irradiance on light current, 

the light current approximated as follow: 

  SSC

as

a
SCar TTI

G

G
ITGI  1),(  (9) 

Where, T and Ga depute temperature and irradiance, 

respectively. Other parameters in Eq. (9) are constants: 

Gas is the standard irradiance (1000w/m2), Isc is the short 

circuit current, ∆𝐼𝑆𝐶  is the temperature coefficient of 

short circuit current, and Ts is the standard temperature 

(298K). From Ref. [36], the saturation current 𝐼0 can be 

obtained as: 
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Fig. 3. The equivalent model for PV employed in this paper 
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Fig. 4. qd   axes Phasor diagram of the large scale PV unit 
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Where, 
q

akT
Vt   is the thermal voltage, 𝛼 is the 

ideality factor and VOC is the open circuit voltage. 

2.3. Grid-connected PV unit 

Figure 4 demonstrates qd  phasor diagram of the PV 

power unit. Where, Q  and D  are the common system 

axes coordinates for all generators in the power system,

q  and d are the system individual system coordinate 

axes for the PV power unit [37].  

With a little regard, it can be derived from Fig. 4 

[38]:  
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It is supposed that there are a large scale PV power 

unit and N  machines in the power system. The matrix 

of the system admittance which reduced can be obtained 

as [37]: 
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After simplification of Eq. (13), we have: 
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Where, MaMaY , is NN  , PVPVY ,  is 11 and PVMaY ,  is 

1N matrices. From the Eq. (15) and the Eqs in Ref. 

[32], we have: 
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Where,  is the torque angle, '
dx synchronous 

reactance of the transient state in q-axis and '
qE  is 

internal voltage behind transient reactance. In ii qd   

coordinates: 
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Where, 

niin
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inGin
njeYY   ,  (19) 

Therefore, 

Niiiii iqiidi ,....2,1)Im(),Re(   (20) 

Now, the SY  from Eq.(15) can be written as follows: 
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Till now, this work derived the variables 1V , …, NV  

of the modified matrix of the system admittance. Since 

the PV converter AC voltage of equals the following: 







 )sin(dcVkmV
 (22) 

Therefore, di  and qi currents for all generators can 
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be written as follows: 
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PV current in ii qd  axes can be obtained by the Eqs. 

(21) and (22). That is written as follows: 
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2.4. Complete linearized network model 

In this part, the power system demonstrated in Figure 1 

is linearized. We can linearize a nonlinear system by 

considering the low disturbance about a working point. 

At first, to linearize the system, the initial conditions 

must be found by a power flow tools. For linearization 

of the power system, we applied the method in [32]. 

qidiqidi IjIjii  )(  (26) 

See more details in Appendix A. 

Linearization of the PV unit (Eqs. (8) and (9)) around 

the balance point can be obtained as: 
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Eventually, linearization of the system can be shown 

as: 
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By using of the Eqs (30-33), the diagram for 
thi

generator can be demonstrated in Fig. 5. 

3. SYSTEM CONTROL AND OPTIMIZATION 

3.1. Structure of 𝑭𝑷𝑰𝝀𝑫𝝁 based stabilizers 

To ameliorate the efficiency and robustness of PID 

controller, Podlubny has presented 𝑃𝐼𝜆𝐷𝜇  controller 

because of including an integrator of the order 𝜆  and 

differentiator of order 𝜇 . This control system is 

formulated in [23]. The Riemann-Liouville (RL) 

definition for the 𝑃𝐼𝜆𝐷𝜇  controller can be written as 

follows: 
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 )0( is the Gamma function of Euler that determines 
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the allocates and factorial operator, to obtain non-

integer values. An alternative definition, based on the 

indication of fractional differentiation, which is the 

Grunwald-Letnikov expression has illustrated the 

folowing: 
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The function of 𝑃𝐼𝜆𝐷𝜇controller is acquired through 

Laplace transform and is obtained as: 


   )()( sKsKKsU DIPDPI

 (36) 

Fuzzy logic control (FLC) employed as an input signal for 

𝑃𝐼𝜆𝐷𝜇  controller to reduce and damp the oscillations as 

created by disturbance. We applied the proposed 

𝑃𝐼𝜆𝐷𝜇  controller in all generators  (G1,G2,G3). The 

structure of  𝐹𝑃𝐼𝜆𝐷𝜇 stabilizer is shown in Fig. 6. 

The FLC inputs are the angle deviation (  ) and speed 

deviation (  ). On the other hand the output produces the 

signal for 𝑃𝐼𝜆𝐷𝜇  controller. The aim of the controller is to 

ameliorate the damping of the fluctuations because of 

perturbations of the power system. The speed deviation (

 ), angle deviation (  ) and the output signal of FLC (

O ) are divided into seven membership functions with 

limited area [-0.8, 0.8]. Figure 7 illustrates these membership 

functions [16]. The rules of FLC designed by past 

experience of the controlled system are demonstrated in 

Table 1.  

KF1

KF2

Δωi

Δδi
Fuzzyfication

Fuzzy

Inference
Defuzzyfiction

Membership 

function of 

input fuzzy set

Rule base
Membership 

function of 

output fuzzy set

Fuzzy logic controller

KP

KIs
-λ

KDsμ

∑ 

Δu

 

Fig. 6. Structure of 𝑭𝑳𝑷𝑰𝝀𝑫𝝁stabilizer 

Table 1. Rules for the FLC 

PB PM PS ZE NS NM NB 
∆δ 

∆ɷ 

OZE ONS ONS ONB ONB ONB ONB NB 

OPS OZE ONS ONM ONM ONB ONB NM 

OPM OPS OZE ONS ONM ONM ONB NS 

OPM OPM OPS OZE ONS ONM ONM ZE 

OPB OPM OPM OPS OZE ONS ONM PS 

OPB OPB OPM OPM OPS OZE ONS PM 

OPB OPB OPM OPB OPM OPS OZE PB 

Δω 

OZE OPS OPM OPBONSONMONB

0 0.80.26 0.52-0.26-0.52-0.8  

Δδ  

OZE OPS OPM OPBONSONMONB

0 0.80.26 0.52-0.26-0.52-0.8  

O

OZE OPS OPM OPBONSONMONB

0 0.80.26 0.52-0.26-0.52-0.8  

Fig. 7. Membership function of FLC 

Designing of 𝐹𝑃𝐼𝜆𝐷𝜇  controller requires to tune the 

following parameters: 21 ,,,, KFKFKKK IDP  and 
,

 

which are the proportional, differential, integral, Fuzzy 

coefficients constants, fractional order integral and 

derivative elements respectively. 

3.2. A brief description of GWO algorithm 

The GWO method is one of the latest bio-inspired 

algorithm was introduced by Mirjalili et al., in 2014 

[30]. There are four categories of these wolves: alpha 

(α), delta (δ), beta (β) and omega (ω), in decreasing 

order of dominance. In every iteration, Beta, Alpha and 

Delta wolves update their position according to position 

of pray. These updates will continue until the distance 

between pray stop moving or satisfactory result is met. α 

is the best solution in modeling of these wolves. Every 

other wolf surpasses its dominance. The hunting is 

mainly guided by α, and β, then δ and followed by the 

ω. The first step is surrounding the prey and 

mathematically it is given as Eqns. (37) and (38). 

)()(. tXtXCD p



  (37) 



 DAtXtX p .)()1(  (38) 



 araA 1.2  (39) 

2.2


 rC  (40) 

Where, t indicates the iterations, C and A indicate the 
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coefficient vectors, Xp is the prey position and X is the 

wolf position of the grey wolf. The parameter of a 

decreases from 2 to 0 linearly over every iteration and 

r1and r2 are random number within [0,1]. Alpha (α), 

Beta (β), and Delta (δ), three best solution chosen first 

and update their position of other agents pursuant to the 

best search solution. The mathematical equation for this 

solution is [30]: 


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tX  (43) 

Alpha, Beta, and Delta wolves encompassed around 

the prey and update their position within the circle. The 

Flowchart of gray wolf optimization is shown in Fig. 8. 

3.3. 𝑭𝑷𝑰𝝀𝑫𝝁 Controller based GWO 

After linearizing the system, the eigenvalues of the 

system are calculated, and the desired objective function 

can be formulated using only the slightly damped or 

unstable electromechanical modes that require to be 

shifted. The objective function for GWO to tuning of 

the parameters of controller is defined by the following: 

   
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MaxMinOF
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j
ji
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1Re
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









 



 (44) 

Where, n  is the full number of the eigenvalues, Re is 

the real of eigenvalues and j is the damping ratio. As 

regards, in every iteration of optimization algorithm, 

there are some Eigen values, so we should choose the 

worst one (the maximum one) and also we should 

calculate all damping rate (in this equation, being close 

to zero is better). Therefore, we should choose the 

minimum one in all iteration. The constraints on the 

controller parameter are defined Eq. 45. 

Typical limited areas of the parameters are [0.001-4] 

for DIP KKK ,, , [0.001-1] for ,  and [1-20] for 
1KF

and
2KF . 

Start

Initialize number of search agent for FLPIλDμ   parameters, their positions and boundaries

For i=1 :search agent

If max iter >iter

Stop

Yes
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Calculate Objective Function

Update Alpha, Beta, Delta

If constraint 
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No

Yes

Discard
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dimention

Move for new position

Best objective function

No

Fig. 8. A flowchart of GWO algorithm 
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4. SIMULATION AND DISCUSSION 

Three scenarios will be considered to appraise the small 

signal modeling of the large scale PV connecting multi-

machine system and proposed controller (Table 2). 

Table 3 demonstrates the optimized values of the 

parameters using GWO for the 𝐹𝑃𝐼𝜆𝐷𝜇 controller. 

Table 2. Considered scenarios 

Scenario 1 PPV=0.3 pu PG2=1.63 pu PG3=0.85 pu 

Scenario 2 PPV=0.7 pu PG2=1.43 pu PG3=0.65 pu 

Scenario 3 PPV=1.2 pu PG2=1.13 pu PG3=0.45 pu 

Table 3. Optimal 𝐅𝐏𝐈𝛌𝐃𝛍 controller based GWO parameters 

Parameters KF1 KF2 KP KI KD     

Optimal 

value 
24.5 10.58 3.99 1.75 2.52 0.84 0.16 
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Fig. 9. Oscillation modes of the system in three scenarios 

To display the intensive performance of the 

tuned 𝐹𝑃𝐼𝜆𝐷𝜇  controller, the oscillation modes gained 

in three scenarios, both without and with 𝐹𝑃𝐼𝜆𝐷𝜇 

controller are shown in Fig. 9. The analysis proves that 

the low-frequency eigenvalues near the imaginary axis 

are the most superior and obligatory for system stability, 

while the eigenvalues close to the real axis will affect 

the dynamic performance. It is obvious that some of the 

eigenvalues are in an unstable area (the positive part of 

real axis) and in some scenarios, are weakly damped, 

When the controller is not installed. Although, it can be 

concluded that the power system has an oscillation 

which must be solved it. It is also obvious that the 

dynamic stability of the power system with the novel 

controller is significantly improved. The results show 

the system stability can be affected either positively or 

negatively by the PV power unit when system 

conditions change. In this study, the performance of the 

proposed stabilizer under transient conditions is verified 

by applying a step input signal. 

Scenario 1: In this part, the efficiency of the 𝐹𝑃𝐼𝜆𝐷𝜇  

controller under different conditions is confirmed. The 

output responses of the system as demonstrated in Figs. 

10, 11 confirm that system is unstable. In this scenario, 

the PV power is lower than all the generators in the 

system. Figures 10, 11 display the plot of speed 

deviations between generator G1 and G2, G3 of the 

equipped generators with different controller under the 

perturbation.  

No controller

PSS-GWOA
FPIλDμ -PSO

FLPLλDμ -GWOA

 Fig.10. Speed deviation among conventional generator G1 and 

G2 with different controllers in scenario 1 

No controller

PSS-GWO
FPIλDμ -PSO

FPIλDμ -GWO

 
Fig.11. Speed deviation among conventional generator G1 and G3 

with different controllers in scenario 1 

No controller

PSS-GWO
FPIλDμ -PSO

FPIλDμ -GWO

 Fig.12. Speed deviation among conventional generator G1 and 

G2 with different controllers in scenario 2 

By inspection of the curves in Figures 10 and 11, it is 

noticed that the speed deviation of the power system 

which used 𝐹𝑃𝐼𝜆𝐷𝜇  controller based GWO reached a 

superior damping against another stabilizer. 

Scenario 2: In this case, the PV power injected into 

the power network is lower than the power supplied 

from one generator in the system and more than from 

two remained generators to the grid. The efficiency of 

the power system in this scenario is similar the scenario 

1, therefore the power system without controller will be 

instable. The speed deviations between generator G1 

and G2, 3of the power system with various controllers 

in this case are illustrated in Figures 12 and 13. The 

system fluctuations are damped with the optimal 

𝐹𝑃𝐼𝜆𝐷𝜇  controller which proves the eigenvalue 

analysis. It is obvious that when the power system has a 

controller, it will be stable with proper damping factors. 

In this scenario, also the 𝐹𝑃𝐼𝜆𝐷𝜇 controller based GWO 

achieved a better damping than the other controller. 

Scenario 3: In this section, the PV power penetrated 

into the power system is more than the power generated 

from all the conventional generators in the system. It is 

obvious that the performance of the network is 

preferable than the other scenarios and eventually, the 

system will be stable with short time. 
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No controller

PSS-GWO FPIλDμ -PSO

FPIλDμ -GWO

 Fig.13. Speed deviation among conventional generator G1 and 

G3 with different controllers in scenario 2 

The speed deviations between generator G1 and G2, 

3 of the system with various controllers are 

demonstrated in Figures 14 and 15. The speed deviation 

system with 𝐹𝑃𝐼𝜆𝐷𝜇 controller based GWO is superior 

than that with GWO based conventional PSS with less 

overshoot and settling time. 

To demonstrate performance robustness of the 

proposed method, the Integral of the Time multiplied 

Absolute value of the Error (ITAE) is defined as: 

dtwwwwtITAE simt
)|||.(|1000

0 3121   (46) 

Where, 321 ,, www are the speed rotors of generator 

G1, G2 and G3, respectively. It is worth mentioning that 

the lower the value of this indice is, the better the 

system response in terms of time-domain characteristics. 

Numerical results of performance robustness for all 

cases are listed in Table 4. It can be seen that the values 

of this index with the 𝐹𝑃𝐼𝜆𝐷𝜇  controller based GWO 

are much smaller compared to that PSS-GWO and 

𝐹𝑃𝐼𝜆𝐷𝜇-PSO. 

Table 4: Numerical results of ITAE index for all cases 

Method 
ITAE 

Scenario 1 Scenario 2 Scenario 3 

PSS-GWO 78.21 69.48 37.12 

𝐹𝑃𝐼𝜆𝐷𝜇-PSO 11.63 28.04 13.92 

𝐹𝑃𝐼𝜆𝐷𝜇-GWO 10.04 14.46 7.39 

No controller

PSS-GWO FPIλDμ -PSO

FPIλDμ -GWO

 Fig.14. Speed deviation among conventional generator G1 and 

G2 with different controllers in scenario 3 

No controller

PSS-GWOFPIλDμ -PSO

FPIλDμ -GWO

Fig.15. Speed deviation among conventional generator G1 and G3 

with different controllers in scenario 3 

5. CONCLUSIONS 

High penetration of large scale PV unit compared with 

conventional generators makes an increased 

responsibility on power system planners related to 

studying its effect on dynamic grid. In this study, a 

novel technique for small signal modeling of 

conventional multi-machine power system with the 

large scale PV unit is presented due to study small 

signal stability in power systems. Also, a novel 𝐹𝑃𝐼𝜆𝐷𝜇 

controller is presented for debilitate the oscillations of 

imported perturbation in the system in attendance of a 

PV power plant. The tuned parameters of the 𝐹𝑃𝐼𝜆𝐷𝜇 

controller are done. To obtain the optimized parameters, 

the GWO method is employed to solve the problem. 

The comparison between GWO and PSO results 

illustrates the effectiveness of application of the GWO 

algorithm to optimize the controller. Simulation study in 

the multi-machine connected to the large scale PV unit 

proves that the stabilizing consequence of the system 

with 𝐹𝑃𝐼𝜆𝐷𝜇  controller based GWO are much premiere 

to those of the classic PSS. 

  

From Eq. (26), we will have: 
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For the calculation of all dsaydmdvdcMLQP ,,,,,,

coefficients, initial values should be used. The solutions 

of ][ dI  and ][ qI  of Eq. (45) can formulated as: 
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The Heffron-Philips coefficients are obtained in the 

following: 
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PV parameters are given as follows:  

I0=4.66 VOC=22v ISC=5 

NS=300 NP=300 K=1.38065e-23 

Ts=25 C Gn=1000 W/m2 IPV0=2.996 

KV=0.346 ΔISC=0.057 η=0.3 
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