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#### Abstract

The purpose of this study is to present a practical approach in which the effect of performance degradation and instability factors such as exogenous disturbances, parametric uncertainties, time-varying delay, and unstable modes can reduce to the minimum possible amount in linear switched positive systems. To reduce the effect of the mentioned destructive factors and to strengthen the robust design of switched positive systems, in this paper, instead of using the co-positive Lyapunov function along with the $L_{1}$-gain, the quadratic Lyapunov-Krasovskii function utilized along with the $L_{2}$-gain, which leads to the design of $H_{\infty}$ performance. The latter method, especially when there is a requirement to estimate the parameters with the support of the output feedback approach by minimizing the interface parameters, provides the feasibility of designing a more convenient and efficient observer-based controller. The necessary and sufficient conditions for solving the problem concerning the positivity of the system, disturbance attenuation, and parametric uncertainties are expressed by two theories and implemented by the linear matrix inequality technique. The results of this technique's solution include the gains of the controller and observer. Considering that stable and unstable modes are in this system, it is necessary to guarantee the exponential stability of the whole system by the controllers and designing the average dwell-time switching regime. Finally, illustrative examples, including numerical, practical, and comparative, are presented to show the efficiency and performance of different aspects of the proposed approach. The smallness of the mean square error values in the example compared with the output feedback method in linear programming confirms the capabilities of the presented approach. For instance, the mean square error of the system output for the method of this paper is 0.008 and for the compared approach is 0.081 .
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## 1. INTRODUCTION

The contents of this section have been described in three subsections due to the more complete and accurate explanation of the contents. In addition, in this way, each subsection has more coherence in representing the subject matter.

### 1.1. System description and its applications

Switched systems are a widely used class of hybrid systems, including a finite number of modes (subsystems) or dynamics and a switching signal to govern the switching rules. Significant research attention was paid to these types of systems in the last few decades for two main reasons: first, a notable quantity of components cannot be described by only a single-mode system, and second, a solitary controller may not work precisely for the numerous control targets. Many practical systems are inherently multimodal in the sense that to describe their behavior more accurately, there is no other way than to use switching systems such as electrical power systems [1], power electronics [2], robotics [3],

[^0]cyber-physical systems [4], and biological systems [5]. The great extent of switched systems and their engagement in many fields has caused these systems to be analyzed and investigated from various aspects. Among the essential and noteworthy reviews that have been accomplished regarding such systems, one can mention stabilization and stability analysis [6], robust control design [7], observation-based design [8], filtering [9], positive method [10], and so on.

A portion of the systems, which are studied and evaluated in the category of switched systems, is positive compartmental systems. Such practical systems are derived from mass and energy balance relations; their state variables intrinsically take positive (non-negative) values [11]. Positive compartmental systems are necessarily positive in the sense that their state trajectories and outputs are always non-negative whenever the initial conditions are non-negative as well [12], while this category of systems can have a switching or non-switching structure [13]. For both switched or non-switched cases, the states instead of the whole space are confined in a cone in the positive orthant. The presented applications in the fields of medication [14], the concentration of matter [15], population of groups [16], heat exchange [17], and epidemiological systems [18], are the most accustomed examples in connection with the positive compartmental systems. Although a Switched Positive System (SPS) is considered a type of switched system, the conditions governing their design differ in many ways. A typical switched system differs from an SPS in these ways: the initial values in a switched system can be positive or negative, but in SPS it must be non-negative, the input disturbance in a switched
system can assume negative values, but it is customary that the disturbance in SPS is always non-negative, the input, output, delay and disturbance matrices must have non-negative entries, and the state matrix in SPS must be Metzler. The significance of the issue is that when the design is based on the distinctions mentioned above, the system is guaranteed to remain positive in every regard. Among the crucial research regarding positive systems and positive switching, the following can be mentioned: $L_{1}$-gain stability analysis based on co-positive Lyapunov function [19] positive observer design [20], positive observer [21], robust $H_{\infty}$ positive design [22], etc.
In actual conditions, plants often encounter phenomena that change their efficiency and performance. Parametric uncertainty, time delay, and disturbance are the main types of these phenomena. In this study, an attempt is made to propose a design that effectively minimizes the effect of the noted factors on reducing the efficiency and instability of the system at the same time. If the uncertainty falls within a wide range, it should be managed by adaptive control methods, while the limited cases can be handled by other robust methods such as our design. Parametric uncertainty for SPS is classified into two principal types: polytopic and interval. Both cited parametric uncertainties with state feedback controllers and co-positive Lyapunov function have been discussed in [23]. In switching systems, the time-delay is either a constant value or a time-varying function that can be single or multiple. There can also be a distributed time delay. In addition, there can be a combination of these delays [24]. In [25], the stabilization of an SPS with disturbance and the distributed time delay is discussed. Disturbance signal is another source of error (such as parameter uncertainty) in the system, and its attenuating has a crucial influence on improving the system's performance. For the robust design of positive systems against disturbances, $L_{1}$-gain performance is used much more than $L_{2}$-gain. The reason is that some researchers believe that using the $L_{1}$-gain approach is better because it leads to a positive controller and observer design. But using this method is not beneficial for every design, which we will discuss further. In this study, the quadratic Lyapunov function and the $L_{2}$-gain performance are consciously utilized to obtain valid and feasible answers and to calculate the controller and observer gains more accurately. Lyapunov-like function for $L_{2}$-gain stability analysis has been used in [26], and co-positive type Lyaponuv-Krasovskii function for $L_{1}$-gain performance as another has been studied in [27]. According to [28], regarding the relationship between $L_{2}$-gain and $H_{\infty}$ performance, it can be stated that: the $L_{2}$-gain method utilizes Lyaponuv-like function because for linear systems $L_{2}$-gain can be found exactly and is equivalent to the infinity norm, $H_{\infty}$, of the transfer function from disturbance to penalty vector.

Switching regimes in constrained switching systems play a decisive role in system stability analysis. An improper switching regime destabilizes the system even if all the subsystems are stable, and under some appropriate circumstances, the switching behavior can stabilize the system with all subsystems unstable [29]. Statedependent and time-dependent two types of constrained switching regimes have been considered in [30]. In this paper, in addition to proving the stability of the design made by the Lyapunov method, it is necessary to prove the stability for the switching regime as well. The switching regime in this work is time-dependent, and its stability is proven by the Average Dwell Time (ADT) method. The design method is such that, as noted in [29], if unstable modes apply in the design conditions, the system will remain stable despite the unstable modes. According to the ADT method number of switches in a finite interval is bounded, and the average time between consecutive switching should not be less than the definite time [31].

The design proposed in this study can be utilized for robust control of all types of linear positive compartmental switched systems in which one or some state variables cannot be measured and should be estimated. Such as pest population groups [32], heat
in different parts of the rocket engine, and so many medical affairs like control of the anesthetic drug in the body [33]. With the aid of the presented design, all the non-measurable state variables are estimated with the output feedback method and are employed in the control process. Also, the effect of external disturbances on the system performance will be decreased to the lowest level. The SPS challenges are solved, with the following techniques in brief. The problem of interval parameter uncertainty utilizes an analytical method and Linear Matrix Inequality (LMI). For time-varying delay issue, Lyapunov-Krasovskii function is used. The adverse effect of external disturbance is attenuated by the robust $H_{\infty}$ design. For the proper operation of the switching regime in stability analysis ADT approach is utilized.

### 1.2. Relevant works and contributions

In this subsection, the closest works to this research are briefly discussed, and their similarities and differences are expressed. Also, the innovations and contributions presented in this paper are better clarified. To the best of our knowledge, the problem of the $H_{\infty}$ observer-based control for SPS has not yet been investigated, especially when the factors that generally affect the performance of a control system are considered, such as parametric uncertainties, exogenous disturbance, and time-varying delay. Moreover, in this paper, there is a great emphasis on the feasibility of answers. That is, the answers of the MATLAB solvers are re-checked based on the assumptions of the problem to get definitive correct answers instead of the closest answers. In other terms, by changing design parameters, exact solutions are obtained instead of probably proper solutions.

In [34], for a non-switched delayed positive system with interval uncertainty, a controller and an observer were designed. In that work, since the mentioned system is not switching, the topics related to the stabilization of a switching regime (such as dwell-time switching) have not been expressed. Therefore, it is not possible to adjust the dwell-time to stabilize the system despite the stable and unstable modes [29]. Moreover, the disturbance is not considered for the system [34], and subsequently, $H_{\infty}$ controller design has no use for it. In our study, the method of the recent paper was inspired, for examining the conditions of positivity of the system with parametric uncertainty, although according to the requirements of the problem, a different solution method and Lyapunov function were employed. Delay-dependent observerbased finite-time control for a non-positive switched system has been discussed in [35]. The method of Lyapunov-like function and ADT switching signal design in the mentioned paper promoted our research. Despite these similarities, our design is primarily different from this article due to the positivity of the system and presence of parameter uncertainty. The nearest study to this paper is the one presented in [36], where the observer-based controller for a non-linear SPS is designed with a sliding mode approach. This research is one of the rare works in SPSs that utilized an observer-based control design. In the recent article, output feedback is employed in the sliding mode structure, and there is no uncertainty. The problem with this design is that due to the usage of the $L_{1}$-gain performance and the co-positive Lyapunov function in the disturbance attenuation, a large number of design variables and interface variables have been created, which limits the feasibility of the solution to a great extent. It should be noted that the $L_{1}$-gain method is most often unable to obtain feasible solutions for positive switched output feedback systems, due to generating the BMI (Bilinear Matrix Inequality) terms and using more parameters and vectors compared to the $L_{2}$-gain method [37]. In [38], a controller was designed based on the co-positive Lyapunov function for both state feedback and output feedback systems and both for discrete time and continuous time cases without the presence of the observer. The weakness of the approach presented in this article is the use of non-linear relations and BMIs, which no solver can solve them. Also, no


Fig. 1. Closed-loop system operation
example is provided for the output feedback design method. In [39], a robust observer based on the co-positive Lyapunov function was designed for an SPS with time-varying delay, and without parameter uncertainty, disturbance, and controller. In this article, because there is no controller, despite using the co-positive Lyapunov function, the number of parameters (vectors) of the positive interface is not very much. The study presented in [40] includes state-dependent switching law, $L_{1}$-gain performance, and tracking control design which, because of its switching regime, is separate from our introduced works. Another paper [41] introduced output feedback for finite-time $L_{1}$-gain control, while none of the states converged in its numerical example.

In this study, the aim is to construct $H_{\infty}$ observer-based controllers for an SPS to guarantee the positive stability of the closed-loop system and overcome uncertainty, disturbance, time-varying delay, and the destructive effect of unstable states. Observer-based control design for SPSs, which requires the use of output feedback, is rarely seen. For the first time, in our approach the Lyapunov-Krasovskii quadratic function and $L_{2}$-gain performance are employed. Utilizing this methodology removes unnecessary interface parameters and leads to feasible answers.

The main contributions of this paper are given as follows:

1) Observer-based stabilization of switched system with interval uncertain system and time-varying delay by means of LMIs.
2) Providing sufficient conditions for positive observer-based stabilization and $H_{\infty}$ stabilization.
3) $H_{\infty}$ observer-based control design considering exponential stability.
4) Employing the Lyapunov-Krasovskii quadratic function and $L_{2}$-gain performance for an SPS in output feedback $H_{\infty}$ observer-based controller design.
5) Designing a switching regime based on the ADT approach and guaranteeing its stability after the stabilization of unstable subsystems.

### 1.3. Open problems

Applying the design presented in this paper for the systems with a purely nonlinear model or linear model with a nonlinear term can have various applications. Also, since in the method of this study we need measurement and estimation, in many cases we are met with measurement and process noise. Including noise in the system model and using a suitable Kalman filter for switching systems such as IMM-KF can greatly increase the accuracy of the design. In cases like the proposed problem in [33], an adaptive controller has been used, which can achieve effective responses by using the observer-based control method and employing the reference value, and transferring the equilibrium point of the system. It will be very beneficial to design this model of the system in such a way
that it has extended stability with all the modes unstable without the controllers.

### 1.4. Paper structure

The rest of this paper is organized as follows: In Section 2, the system model and some basic lemmas and definitions are given. Section 3 is devoted to deriving the results on $H_{\infty}$ stabilization, designing the robust observer-based controller, and comparing it to another approach. Three types of example are given in Section 4 to verify the theoretical results. Finally, The $L_{2}$-gain stability method for developing an observer-based controller, along with other advantages of this design, is briefly explained in Section 5.

## Nomenclature:

- $R^{n}$ denotes the n-dimensional real Euclidean space.
- $R_{+}^{n}$ is the set of $n$-dimension vectors whose elements are all positive.
- $R^{n \times k}$ is the set of all real matrices of dimension $(n \times k)$.
- $X \succcurlyeq 0(\preccurlyeq 0)$ means that all entries of the matrix $X$ are non-negative (non-positive).
- $X \succcurlyeq Y$ means that $X-Y \succcurlyeq 0$.
- $\lambda(X)$ means all eigenvalues of the matrix $X$.
- $\max _{m} \lambda\left(X_{m}\right)$ means maximum eigenvalues of matrices $X_{1} X_{2} \ldots X_{s}$.
- $\|X\|$ denotes the norm $X^{T} X=\left(x_{1}^{2}, x_{2}^{2}, \ldots, x_{n}^{2}\right)$, where $x_{i}$ is the $i$ th element of vector $X \in R^{n}$.
- $[X]_{i j}$ denotes the element located at the $i^{t h}$ row and $j^{\text {th }}$ column.
- For the matrix $X, X \in[\underline{X}, \bar{X}]$ specifies that $\underline{X} \preccurlyeq X \preccurlyeq \bar{X}$.
- $\operatorname{trace}(X)=\sum_{i=1}^{n} x_{i i}=\sum_{i=1}^{n} \lambda_{i}$, is defined to be the sum of elements on the main diagonal and also is the sum of the eigenvalues.
- $\|\cdot\|_{L_{2}}$ is the $L_{2}$ norm of a signal defined as $\|x(t)\|_{L_{2}}=$ $\left(\int_{0}^{\infty}\|x(s)\|^{2} d s\right)^{1 / 2}$.
- The symbol '*' is used widely in linear matrix inequalities which represents the symmetric element of the matrix; the superscript ' $T$ ' stands for matrix transpositions.
- $\vartheta(X)$ for any matrix $X \epsilon R^{n \times n} \vartheta(X)=\max _{i}\left\{\operatorname{Re}\left(\lambda_{i}\right)\right\}$ indicates its spectral abscissa where $\lambda_{1} \ldots \lambda_{n}$ are eigenvalues of $X$.
- $\sigma(t)$ is the switching signal.
- $V_{\sigma}(t)$ Lyapunov-Krasovskii function.
- $J$ indicates cost function based on $L_{2}$-gain stability that should be optimized.
- $\tau_{a}$ represents average dwell-time.
- $M S E$ represents Mean Square Error.


## 2. PRELIMINARIES AND PROBLEM FORMULATION

In this section, an observer and controller design is given for the following interval switched positive system with a time-varying delay.

$$
\left\{\begin{align*}
\dot{x}(t)= & A_{\sigma(t)} x(t)+A_{1, \sigma(t)} x(t-h(t))  \tag{1}\\
& +B_{\sigma(t)} u(t)+D_{1, \sigma(t)} \omega(t) \\
y(t)= & C_{\sigma(t)} x(t) \\
x(t)= & \varphi(t) \geq 0 \quad t \in[-\bar{h}, 0] \\
z(t)= & C_{2, \sigma(t)} x(t)+A_{2, \sigma(t)} x(t-h(t))
\end{align*}\right.
$$

where $x(t) \in R^{n}$ is state vector, $u(t) \in R^{m}$ is control input, $y(t) \in R^{s}$ is the measured output, $z(t) \in R^{q}$ is the controlled output or penalty vector. $\omega(t) \in R^{s}$ is exogenous disturbance input that satisfies Assumption 1 stated below. $\varphi(t)$ is the continuous vector-valued function specifying the initial state of the system, $\sigma(t):[0, \infty) \rightarrow M=\{1,2, \ldots, N\}$ is the switching signal, with $N$ is the number of subsystems, and the switching sequence is $\left\{x_{0} ;\left(m_{0}, t_{0}\right),\left(m_{1}, t_{1}\right), \ldots,\left(m_{k}, t_{k}\right), \ldots, \mid m_{k} \in\right.$ $M, \quad k=0,1, \ldots\}$ which means the $m_{k}$ th subsystem is activated when $t \in\left[t_{k}, t_{k+1}\right) . h(t)$ denotes the time-varying delay satisfying Assumption 2 stated below. ( $A_{m}, A_{1, m}, B_{m}, C_{m}, C_{2, m}, A_{2, m}$ ) are system matrices. ( $D_{1, m}$ ) is disturbance matrix. For any $m \in M$, the matrices $A_{m} \in\left[\underline{A_{m}}, \overline{A_{m}}\right], B_{m} \in\left[\underline{B_{m}}, \overline{B_{m}}\right], A_{1, m} \in$ $\left[\underline{A_{1, m}}, \overline{A_{1, m}}\right]$ and $C_{m} \in\left[\underline{C_{m}}, \overline{C_{m}}\right]$ are unknown constant matrices with known bounds, which means that these system matrices include uncertainties.
Assumption 1. The disturbance signal $\omega(t)$ is time-varying and satisfies:

$$
\begin{equation*}
\int_{0}^{\infty} \omega(t)^{T} \omega(t) d t<l, \quad l \geq 0 \tag{2}
\end{equation*}
$$

Assumption 2. The time-varying delay $h(t)$ satisfies:

$$
\begin{equation*}
0 \leq h(t)<\bar{h}, \quad \dot{h}(t) \leq d<1 \tag{3}
\end{equation*}
$$

In the following, some definitions and basic results for switched positive systems are presented.
Definition 1. System (1) is said to be positive if and only if its states and output are nonnegative for every nonnegative initial state.
Definition 2. ([12]) $A$ is a Metzler matrix if the off-diagonal entries of this matrix are non-negative.
Lemma 1. System (1) is positive if and only if for every $m \in M$, $A_{m}$ are Metzler matrices, and $A_{1, m} \succcurlyeq 0, \quad B_{m} \succcurlyeq 0, C_{m} \succcurlyeq$ $0, C_{2, m} \succcurlyeq 0, A_{2, m} \succcurlyeq 0$.
Definition 3. ([35]) For any $T \geq t \geq 0$, let $N_{\sigma}(t, T)$ be the switching number of $\sigma(t)$ over $(t, T)$. If the following inequality
holds for $\tau_{a} \geq 0$ and integer $N_{0} \geq 0$, then $\tau_{a}$ is called average dwell time.

$$
\begin{equation*}
N_{\sigma}(t, T) \leq N_{0}+\frac{T-t}{\tau_{a}} \tag{4}
\end{equation*}
$$

Lemma 2. ([42]) For matrices $X, Y \in R^{n \times n}$, if $X$ is Metzler and $Y \succcurlyeq X$, then $\vartheta(Y) \geq \vartheta(X)$.
The following state observer is considered to estimate the states of system (1):

$$
\begin{equation*}
\dot{\hat{x}}(t)=G_{\sigma(t)} \hat{x}(t)+A_{1, \sigma(t)} \hat{x}(t-h(t))+L_{\sigma(t)} y(t) \tag{5}
\end{equation*}
$$

where $A_{1, \sigma} \in R^{n \times n}$ is known and $G_{\sigma} \in R^{n \times n}$ and $L_{\sigma} \in R^{n \times q}$ to be determined. The output-feedback control law is as follows:

$$
\begin{equation*}
u(t)=K_{\sigma(t)} \hat{x}(t) \tag{6}
\end{equation*}
$$

where $K_{\sigma} \in R^{m \times n}$ is the gain of controller and to be determined. Remark 1. Stabilization and estimation problems are crucial issues for every control system. The basis of design in this system is based on the estimation of state variables and the formation of the augmented system. As stated in [37], the employ of the co-positive Lyapunov function is unable to provide feasible answers due to two reasons, the production of BMI terms and a large number of intermediate parameters in the design. In addition, compared to the approach presented here, that mentioned method requires more repetition in the recursive process of solving the problem and more sensitivity to the initial values.

How the closed-loop system operates for the model introduced in this paper can be seen in Fig. 1. In this figure, Sub 1, Sub 2, $\ldots$, and Sub n represent the modes or subsystems in the model. To guarantee the positivity of the estimated $\hat{x}(t)$, it is required that $G_{\sigma(t)}$ be Metzler and $L_{\sigma(t)}$ be non-negative matrices. By considering the control law (6) and from (1), (5), the closed-loop system is as follows:

$$
\left\{\begin{align*}
\dot{x}(t)= & A_{\sigma(t)} x(t)+A_{1, \sigma(t)} x(t-h(t))  \tag{7}\\
& +B_{\sigma(t)} K_{\sigma(t)} \hat{x}(t)+D_{1, \sigma(t)} \omega(t) \\
z(t)= & C_{2, \sigma(t)} x(t)+A_{2, \sigma(t)} x(t-h(t)) \\
y(t)= & C_{\sigma(t)} x(t) \\
x(t)= & \varphi(t) \geq 0 \quad t \in[-\bar{h}, 0] \\
\hat{x}(t)= & \nu(t) \geq 0 \quad t \in[-\bar{h}, 0]
\end{align*}\right.
$$

where $\nu(t)$ is the initial function for state estimation and the signal $e(t)=x(t)-\hat{x}(t)$ is defined as state estimation error. From (5) and (7) we can write:

$$
\tilde{x}(t)=\left[\begin{array}{l}
x(t)  \tag{8}\\
e(t)
\end{array}\right]
$$

$$
\begin{gather*}
\dot{\tilde{x}}(t)=\left[\begin{array}{c}
\left(A_{\sigma}+B_{\sigma} K_{\sigma}\right) x(t)-B_{\sigma} K_{\sigma} e(t)+A_{1, \sigma} x(t-h(t))+D_{1, \sigma} \omega(t) \\
\left(A_{\sigma}+B_{\sigma} K_{\sigma}-L_{\sigma} C_{\sigma}-G_{\sigma}\right) x(t)+\left(G_{\sigma}-B_{\sigma} K_{\sigma}\right) e(t)+A_{1, \sigma} e(t-h(t))+D_{1, \sigma} \omega(t)
\end{array}\right]  \tag{9}\\
\dot{\tilde{x}}(t)=\left[\begin{array}{cc}
A_{\sigma}+B_{\sigma} K_{\sigma} & -B_{\sigma} K_{\sigma} \\
A_{\sigma}+B_{\sigma} K_{\sigma}-L_{\sigma} C_{\sigma}-G_{\sigma} & G_{\sigma}-B_{\sigma} K_{\sigma}
\end{array}\right] \tilde{x}(t)+\left[\begin{array}{cc}
A_{1, \sigma} & 0 \\
0 & A_{1, \sigma}
\end{array}\right] \tilde{x}(t-h(t))+\left[\begin{array}{c}
D_{1, \sigma} \\
D_{1, \sigma}
\end{array}\right] \omega(t) \tag{10}
\end{gather*}
$$

where

$$
\begin{gather*}
A_{x, \sigma}=\left[\begin{array}{cc}
A_{\sigma}+B_{\sigma} K_{\sigma} & -B_{\sigma} K_{\sigma} \\
A_{\sigma}+B_{\sigma} K_{\sigma}-L_{\sigma} C_{\sigma}-G_{\sigma} & G_{\sigma}-B_{\sigma} K_{\sigma}
\end{array}\right]  \tag{11}\\
A_{h, \sigma}=\left[\begin{array}{cc}
A_{1, \sigma} & 0 \\
0 & A_{1, \sigma}
\end{array}\right]  \tag{12}\\
A_{w, \sigma}=\left[\begin{array}{c}
D_{1, \sigma} \\
D_{1, \sigma}
\end{array}\right] \tag{13}
\end{gather*}
$$

Definition 4. Switched positive system (1) with observer-based control is said to be $H_{\infty}$ observer-based stabilizable concerning (2), $\gamma>0$, and the switching signal $\sigma(t)$ if the following conditions are satisfied:

1) Switched positive system (1) with observer-based control is stabilizable.
2) Under zero initial condition $\varphi(t)=0 \quad \forall t \epsilon[-\bar{h}, 0]$, the output $z(t)$ satisfies:

$$
\begin{equation*}
\int_{0}^{\infty} z^{T}(t) z(t) d t<\gamma^{2} \int_{0}^{\infty} \omega(t)^{T} \omega(t) d t \tag{14}
\end{equation*}
$$



Fig. 2. $H_{\infty}$ observer-based design flowchart

Remark 2. In Definition 4, $\gamma$ means the suppression level of the system to exogenous disturbance. Thus, the smaller $\gamma$ will lead to better performance.
The main objective of this paper is to design an observer-based controller such that the states of the system and observer are positive and converge to the origin. The implementation of this issue will be seen in the next section.

## 3. $H_{\infty}$ ObSERVER-BASED STABILIZATION

In this subsection, we discuss $H_{\infty}$ observer-based stabilization of a time-delay switched positive system (1) with an observer-based controller. The observer-based controller design problem includes the positivity and stability of the augmented system (10), which is analyzed and dissected in the following two theorems and corollary. In Theorem 1, we discuss the necessary condition to check the feasibility of the problem. Also, in Theorem 2, some sufficient conditions and the corresponding synthesis for an existing feasible solution will be presented. The capabilities of the observer-based control approach proposed in this paper will be compared with the output feedback method in another paper through corollary 1.
Theorem 1. Augmented system (10) is positive and stable if for any $m \in M$ with respect to Metzler $G_{m}, L_{m} \succcurlyeq 0$ and $K_{m} \preccurlyeq 0$, the following inequalities are met:

$$
\begin{array}{ll}
{\left[\underline{A}_{m}+\bar{B}_{m} K_{m}\right]_{i j} \geq 0,} & 1 \leq i \neq j \leq n \\
{\left[G_{m}-\underline{B}_{m} K_{m}\right]_{i j} \geq 0,} & 1 \leq i \neq j \leq n \\
\quad \underline{A}_{m}-L_{m} \bar{C}_{m}+\bar{B}_{m} K_{m}-G_{m} \succcurlyeq 0 \\
\operatorname{trace}\left(\bar{A}_{m}+G_{m}+\left(\underline{B}_{m}-\bar{B}_{m}\right) K_{m}\right)<0 \tag{18}
\end{array}
$$

Proof: See proof in Appendix I.
Theorem 2. There exists an observer-based controller (5)-(6) for the system (1) that provides $H_{\infty}$ stabilization and positivity of system (10), if there exist scalar $\gamma>0, \varepsilon>0$, matrices
$P_{m}=\operatorname{diag}\left[P_{1, m}, P_{2, m}\right]>0, Q_{m}=\operatorname{diag}\left[Q_{1, m}, Q_{2, m}\right]>0, \mathrm{a}$ Metzler matrix $G_{m}, A_{1, m} \succcurlyeq 0, L_{m} \succcurlyeq 0$ and $K_{m} \preccurlyeq 0$ such that :

$$
\left[\begin{array}{ccccc}
\Gamma_{m} & \bar{A}_{h, m} & P_{m} \mathbb{B}_{m}+\mathbb{C}_{m}^{T} \mathbb{K}_{m}^{T} & \varepsilon \mathbb{B}_{m} & P_{m} A_{w, m} \\
* & \tilde{Q}_{m} & 0 & 0 & 0  \tag{19}\\
* & * & -I & 0 & 0 \\
* & * & * & -I & 0 \\
* & * & * & * & -\gamma^{2} I
\end{array}\right]<0
$$

and inequalities (15), (16) and (17) from Theorem 1 must be held as follows:

$$
\begin{array}{cl}
{\left[\underline{A}_{m}+\bar{B}_{m} K_{m}\right]_{i j} \geq 0} & 1 \leq i \neq j \leq n \\
{\left[G_{m}-\underline{B}_{m} K_{m}\right]_{i j} \geq 0} & 1 \leq i \neq j \leq n \\
A_{m}-L_{m} \bar{C}_{m}+\bar{B}_{m} K_{m}-G_{m} \succcurlyeq 0
\end{array}
$$

and the following two relations are given to ensure the stability of the system according to ADT,

$$
\begin{equation*}
Q_{m_{2}} \leq \mu Q_{m_{1}}, P_{m_{2}} \leq \mu P_{m 1}, \text { for } m_{1}, m_{2} \in M, \mu \geq 1 \tag{20}
\end{equation*}
$$

and the ADT satisfies

$$
\begin{equation*}
\tau_{a}>\frac{\ln \mu}{\alpha} \quad, \forall m \in M \alpha_{m}=\alpha>0 \tag{21}
\end{equation*}
$$

which
$\Gamma_{m}=\mathbb{A}_{m}{ }^{T} P_{m}+P_{m} \mathbb{A}_{m}-\varepsilon P_{m} \mathbb{B}_{m} \mathbb{B}_{m}{ }^{T}-\varepsilon \mathbb{B}_{m} \mathbb{B}_{m}{ }^{T} P_{m}+\bar{Q}_{m}$
and

$$
\begin{gather*}
\mathbb{A}_{m}=\left[\begin{array}{cc}
\bar{A}_{m} & 0 \\
\bar{A}_{m} & 0
\end{array}\right], \mathbb{B}_{m}=\left[\begin{array}{ccc}
0 & \underline{B}_{m}-\bar{B}_{m} & 0 \\
0 & \underline{B}_{m}-\bar{B}_{m} & -I \\
\underline{B}_{m}
\end{array}\right], \\
\tilde{Q}_{m}=\left[\begin{array}{ccc}
-Q_{1, m}(1-d) e^{-\alpha \bar{h}}+A_{2, m}^{T} A_{2, m} & 0 \\
0 & -Q_{2, m}(1-d) e^{-\alpha \bar{h}}
\end{array}\right] \\
\mathbb{K}_{m}=\left[\begin{array}{cccc}
G_{m} & L_{m} & 0 & 0 \\
K_{m} & 0 & 0 & 0 \\
0 & 0 & G_{m} & L_{m} \\
0 & 0 & K_{m} & 0
\end{array}\right], \mathbb{C}_{m}=\left[\begin{array}{cc}
0 & I \\
0 & 0 \\
I & -I \\
\underline{C}_{m} & 0
\end{array}\right], \\
 \tag{23}\\
\bar{A}_{h, m}=\left[\begin{array}{c}
P_{1, m} A_{1, m}+C_{2, m}^{T} A_{2, m} \\
0
\end{array} \quad \begin{array}{l}
0 \\
0
\end{array}\right]
\end{gather*}
$$

## Proof:

See proof in Appendix II.
Remark 3. The problem raised in this study is solved using Theorems 1 and 2. By Theorem 1, the necessary condition to LMI positive answers despite uncertainty is ensured, and by Theorem 2, the sufficient condition for the presence of a positive $H_{\infty}$ observer-based controller and its exponential stability is guaranteed.
Remark 4. If the $\gamma, \alpha$ and $\varepsilon$ design parameters are not selected correctly according to the dynamics of the switched system, the problem will not reach feasible solutions. There can be two resolutions to solve this problem: 1) Assigning proper values to the parameters of each mode $\left(\gamma_{m}, \alpha_{m}, \varepsilon_{m}\right)$. 2) Assigning the same proper values for all modes. In this work, we chose the second way.
Remark 5. It is necessary to declare that the presented design based on the Theorems 1 and 2 leads to stable and nonnegative $x(t), \hat{x}(t)$. The augmented closed-loop system by combining (5) and (7) is:

$$
\begin{align*}
& {\left[\begin{array}{c}
\dot{x}(t) \\
\dot{\hat{x}}(t)
\end{array}\right]=\left[\begin{array}{cc}
A_{\sigma} & B_{\sigma} K_{\sigma} \\
L_{\sigma} C_{\sigma} & G_{\sigma}
\end{array}\right]\left[\begin{array}{l}
x(t) \\
\hat{x}(t)
\end{array}\right]} \\
& +\left[\begin{array}{cc}
A_{1, \sigma} & 0 \\
0 & A_{1, \sigma}
\end{array}\right]\left[\begin{array}{l}
x(t-h(t)) \\
\hat{x}(t-h(t))
\end{array}\right]+\left[\begin{array}{c}
D_{1, \sigma} \\
0
\end{array}\right] \omega(t) \tag{24}
\end{align*}
$$

If this system is considered as a based model, no feasible solution exists for LMIs related to this problem and hence, (24) has been replaced by (10).
Remark 6. From Theorem 1 and Theorem 2, the controller gains $K_{m}$ and the observer gains $L_{m}$ and $G_{m}$ can be solved by the following iterative algorithm in Flowchart 1. The conditions for entering this flowchart are that the system is observable and controllable, internally stable, and the parameter uncertainty does not exceed a certain boundary. Each of the above conditions can be checked in separate flowcharts.

In the above figure $\gamma>0, \alpha>0, \mu>1$ and $\varepsilon>0$ are design parameters, and "No_subsystems" is the number of subsystems or modes. By solving inequalities 15 to 19 , in addition to obtaining the observer and controller parameters, P and Q matrices are also obtained for each mode, which are used to design the switching
regime.
If we remove the interval uncertainty, time-varying delay, and disturbance from the system (1) and rewrite it simply as below:

$$
\left\{\begin{array}{l}
\dot{x}(t)=A_{\sigma(t)} x(t)+B_{\sigma(t)} u(t)  \tag{25}\\
y=C_{\sigma(t)} x(t)
\end{array}\right.
$$

Then, dynamic observer-based controller for system (25) is exist as follows:

$$
\left\{\begin{array}{c}
\dot{\hat{x}}(t)=G_{\sigma(t)} x(t)+L_{\sigma(t)} y(t)  \tag{26}\\
u(t)=K_{\sigma(t)} \hat{x}(t)
\end{array}\right.
$$

Corollary 1: For $\sigma(t)=m, m \epsilon M$, and for given Metzler matrices $A_{m}, G_{m}$ and matrices $B_{m} \succcurlyeq 0, C_{m} \succcurlyeq 0$, and $L_{m} \succcurlyeq 0, K_{m} \preccurlyeq 0$ and $P_{m}=\operatorname{diag}\left[P_{1, m}, P_{2, m}\right]>0$, and for given scalars $\lambda>0, \quad \varepsilon>0, \tau_{a}>0$ and $\mu \geq 1$, such that:

$$
\Xi_{m}=\left[\begin{array}{ccc}
\mathbb{A}_{m}^{T} P_{m}+P_{m} \mathbb{A}_{m}-\varepsilon \mathbb{B}_{m} \mathbb{B}_{m}^{T} P_{m}-\varepsilon P_{m} \mathbb{B}_{m} \mathbb{B}_{m}^{T} & P_{m} \mathbb{B}_{m}+G_{m}^{T} K_{m}^{T} & \varepsilon \mathbb{B}_{m}  \tag{27}\\
* & -I & 0 \\
* & 0 & -I
\end{array}\right]<0
$$

$$
\begin{align*}
& {\left[A_{m}+B_{m} K_{m}\right]_{i j} } \geq 01 \leq i \neq j \leq n  \tag{28}\\
& {\left[G_{m}-B_{m} K_{m}\right]_{i j} } \geq 01 \leq i \neq j \leq n  \tag{29}\\
& A_{m}+B_{m} K_{m}-G_{m}-L_{m} C_{m} \succcurlyeq 0  \tag{30}\\
& P_{m_{2}} \leq \mu P_{m 1}, \quad \text { for } \sigma\left(t_{k}\right)=m_{2}, \sigma\left(t_{k}^{-}\right)=m_{1} \in M \tag{31}
\end{align*}
$$

where,

$$
\begin{align*}
& \mathbb{A}_{m}=\left[\begin{array}{ll}
A_{m} & 0 \\
A_{m} & 0
\end{array}\right], \mathbb{B}_{m}=\left[\begin{array}{cccc}
0 & 0 & 0 & B_{m} \\
0 & 0 & -I & B_{m}
\end{array}\right] \\
& \mathbb{C}_{m}=\left[\begin{array}{cc}
0 & I \\
0 & 0 \\
I & -I \\
C_{m} & 0
\end{array}\right], \mathbb{K}_{m}=\left[\begin{array}{cccc}
G_{m} & L_{m} & 0 & 0 \\
K_{m} & 0 & 0 & 0 \\
0 & 0 & G_{m} & L_{m} \\
0 & 0 & K_{m} & 0
\end{array}\right] \tag{32}
\end{align*}
$$

then, system (25) is positively switched and exponentially stable with ADT $\tau_{a}>\frac{\ln \mu}{\lambda}$.

## Proof:

See proof in Appendix III.

## 4. Simulation Results

In the current section, we will discuss three examples: a numerical example (Case No.1), a practical example (Case No.2), and a comparative example (Case No.3). The cause of the presentation, for each of these examples is described in the related subsection. An Intel Core i5-520M 2.4 GHz (boost up to 2.93 GHz ) processor was used to measure the computational time provided at the end of the examples.

### 4.1. Numerical example (Case No.1)

In this subsection, a numerical example is presented that supports the components of a positive compartmental switched model with all the factors stated in the model (1). This example challenges the approach presented in the study without considering the constraints of a practical system model and the limitations of choosing a system to compare the capabilities of the proposed method. An SPS is introduced in this example, which includes stable and unstable modes, time-varying delay, and external disturbance. P and Q matrices are interface matrices employed in system stability analysis. The related design parameters are shown
in Table 1. Note that the values of the switching parameters are the same for both modes. Two subsystems are described with the following matrices:

$$
\begin{gathered}
\underline{A}_{1}=\left[\begin{array}{cc}
-1.749 & 0.239 \\
0.455 & -1.101
\end{array}\right], \bar{A}_{1}=\left[\begin{array}{cc}
-1.613 & 0.361 \\
0.545 & -0.699
\end{array}\right], \\
\underline{A}_{1,1}=\left[\begin{array}{ll}
0.045 & 0.005 \\
0.075 & 0.055
\end{array}\right], \bar{A}_{1,1}=\left[\begin{array}{cc}
0.055 & 0.015 \\
0.085 & 0.065
\end{array}\right] \\
\underline{B}_{1}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \bar{B}_{1}=\left[\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right], \underline{C}_{1}=\left[\begin{array}{ll}
0.9 & 0
\end{array}\right], \\
\bar{C}_{1}=\left[\begin{array}{ll}
1.1 & 0
\end{array}\right], D_{1,1}=\left[\begin{array}{cc}
0.01 \\
0
\end{array}\right], C_{2,1}=\left[\begin{array}{ll}
0.1 & 0
\end{array}\right] \\
A_{2,1}=\left[\begin{array}{ll}
0.1 & 0
\end{array}\right] \\
\underline{A}_{2}=\left[\begin{array}{cc}
-1.749 & 0.239 \\
0.455 & 0.200
\end{array}\right], \bar{A}_{2}=\left[\begin{array}{cc}
-1.700 & 0.249 \\
0.540 & 0.220
\end{array}\right] \\
\underline{A}_{1,2}=\left[\begin{array}{ll}
0.045 & 0.005 \\
0.075 & 0.055
\end{array}\right], \bar{A}_{1,2}=\left[\begin{array}{cc}
0.050 & 0.006 \\
0.080 & 0.070
\end{array}\right] \\
\underline{B}_{2}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \bar{B}_{2}=\left[\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right], \underline{C}_{2}=\left[\begin{array}{ll}
0.8 & 0
\end{array}\right] \\
\bar{C}_{2}=\left[\begin{array}{cc}
1.0 & 0
\end{array}\right], D_{1,2}=\left[\begin{array}{c}
0.01 \\
0
\end{array}\right], C_{2,2}=\left[\begin{array}{lll}
0.01 & 0
\end{array}\right], \\
A_{2,2}=\left[\begin{array}{ll}
0.01 & 0
\end{array}\right]
\end{gathered}
$$

And time-varying delay and disturbance respectfully are calculated as follows:

$$
h(t)=\bar{h} / 2\left(1+\frac{\sin (d t)}{\bar{h}}\right), \omega(t)=e^{-0.2 t}
$$

Yalmip toolbox [43] was employed in MATLAB software to obtain simulation results in all examples. Solving the matrix inequalities in Theorems 2 gives feasible answers as follows

Table 1. Design parameters of the case no. 1

| Parameters | Values |
| :--- | :--- |
| $\gamma$ | 0.5 |
| $d$ | 0.6 |
| $\alpha$ | 0.6 |
| $\varepsilon$ | 100 |
| $\bar{h}$ | 0.1 |
| $\mu$ | 1.6 |



Fig. 3. Disturbance signal

$$
\begin{aligned}
& K_{1}=\left[\begin{array}{cc}
-1.4977 & -0.055371 \\
-0.13023 & -0.43027 \\
-17772 & -0.066049 \\
-0.10692 & -19.958
\end{array}\right] \\
& K_{2}= \\
& L_{1}=\left[\begin{array}{c}
6.5454 \\
0.10711
\end{array}\right] \\
& L_{2}=\left[\begin{array}{c}
72023 \\
0.096979
\end{array}\right] \\
& G_{1}=\left[\begin{array}{cc}
-10.753 & 0.1318 \\
0.14497 & -1.6129
\end{array}\right] \\
& G_{2}=\left[\begin{array}{cc}
-94832 & 0.1069 \\
0.1542 & -39.569
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
& P_{1,1}=\left[\begin{array}{cc}
16.483 & -0.86641 \\
-0.86641 & 15.357 \\
18.797 & -0.21121 \\
-0.21121 & 14.961
\end{array}\right] \\
& P_{1,2}= \\
& P_{2,1}=\left[\begin{array}{cc}
1.3349 e+05 & -0.21169 \\
-0.21169 & 1.4 e+05 \\
1.7214 e+05 & -0.22283 \\
-0.22283 & 1.4 e+05
\end{array}\right],
\end{aligned}
$$

$$
Q_{1,1}=\left[\begin{array}{cc}
43.218 & -10.1 \\
-10.1 & 8.7193
\end{array}\right]
$$

$$
Q_{1,2}=\left[\begin{array}{cc}
47.587 & -5.9433 \\
-5.9433 & 6.214
\end{array}\right]
$$

$$
\begin{aligned}
Q_{2,1} & =\left[\begin{array}{cc}
1.407 e+09 & -79086 \\
-79086 & 14416
\end{array}\right] \\
Q_{2,2} & =\left[\begin{array}{cc}
2.7257 e+09 & -78249 \\
-78249 & 14416
\end{array}\right]
\end{aligned}
$$



Fig. 4. Time-varying delay


Fig. 5. State trajectories and estimation


Fig. 6. Error signal for 12 seconds running time

Fig. 3 represents the treatment of exogenous disturbance. Fig. 4 shows the behavior of the time-varying delay function, which is sinusoidal, and this behavior is very close to the delay variations in a practical system.

Then, we present simulation results for ADT switching $\tau_{a} \geq 0.78$ second for two subsystems. The simulation results are shown in Fig. 5 where the initial conditions are $x(0)=$ $\left[\begin{array}{ll}1 & 1\end{array}\right]^{T}, \quad \widehat{x}(0)=\left[\begin{array}{ll}0.6 & 0.6\end{array}\right]^{T}$. The switching signal is designed by keeping the average dwell time in Fig. 5 for 12 seconds. As can be seen in Fig 5, the controllers and observers are well designed for both stable and unstable states, and both state variables have converged to zero within about 10 seconds of execution. During this period, the estimates of state variables have also maintained their tracing trend. In Fig. 6, the trajectories of the error signal between the state variables $\left(x_{1}(t), x_{2}(t)\right)$ and their estimations are drawn, which converge to zero. Parametric uncertainty has also been applied during execution in the form of changing parameter values in the desired range continuously. The time elapsed for the calculations of case no. 1 was approximately 30 seconds.

### 4.2. Practical example (Case No.2)

In this example, a compartmental model is considered a system with positive switching characteristics, disturbance, time-varying delay, and parametric uncertainty for analyzing the dynamics of thyroid hormone metabolism [43]. As shown in Fig. 9, the Mammillary model consists of three compartments, each representing a state variable. State variables are the quantities of hormones in each compartment. The two composite tissue pools (fast and slow) represent two classes of organ pools of thyroid


Fig. 7. General Mammillary compartmental model
hormone such as T3 and T4 [44] (Peripheral tissues such as the liver, kidneys, brain, and pituitary gland can also convert T4 to T3). The plasma pool is the central compartment. Each state variable denotes the quantity of the hormone in the pool. Each tissue group metabolizes or disposes of thyroid hormone. By measuring the amount of thyroid hormone in the blood plasma with the aid of an observer, the amount of this hormone in other tissues can be estimated. The above compartmental model can be described as a switching model. It means that we have different coefficients for the same structures and can be switched between them. In [45], a compartmental switching system for controlling the amount of anesthetic is discussed. Factors such as taking certain medications or psychosomatic illnesses such as mood disorders can cause these different subsystems. A compartmental system can be a time delay system. This is the subject of [46] and has been discussed in [47]. The effect of external disturbances on the compartmental system has been investigated in [48]. These disturbances in the current system can be caused by various factors such as hereditary and environmental factors such as nutrition, stress, smoking, iodine deficiency, and other underlying diseases.

The mathematical model of the system is similar to the system (1) and is as follows:

$$
\begin{align*}
& A_{1}=\left[\begin{array}{ccc}
-k_{21}-k_{31} & k_{12} & k_{13} \\
k_{21} & -k_{02}-k_{12} & 0 \\
k_{31} & 0 & k_{03}-k_{13}
\end{array}\right], \\
& A_{1,1}=\left[\begin{array}{ccc}
0 & 0 & 0.02 \\
0.01 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \\
& B_{1}=\left[\begin{array}{ccc}
0.1 & 0 & 0 \\
0 & 0.2 & 0 \\
0 & 0 & 0.2
\end{array}\right],  \tag{33}\\
& C_{1}=\left[\begin{array}{lll}
k_{c} & 0 & 0
\end{array}\right] \\
& D_{1, w}=\left[\begin{array}{l}
0.02 \\
0.01 \\
0.01
\end{array}\right] \\
& A_{2}=\left[\begin{array}{ccc}
-k_{21}-k_{31} & k_{12} & k_{13} \\
k_{21} & -k_{02}-k_{12} & 0 \\
k_{31} & 0 & -k_{03}-k_{13}
\end{array}\right] \\
& A_{1,2}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0.02 & 0 & 0.03 \\
0 & 0 & 0
\end{array}\right] \text {, } \\
& B_{2}=\left[\begin{array}{ccc}
0.1 & 0 & 0 \\
0 & 0.3 & 0 \\
0 & 0 & 0.2
\end{array}\right]  \tag{34}\\
& C_{2}=\left[\begin{array}{lll}
k_{c} & 0 & 0
\end{array}\right] \\
& D_{2, w}=\left[\begin{array}{l}
0.03 \\
0.01 \\
0.04
\end{array}\right]
\end{align*}
$$

The $k_{i j}$ parameters of the model are estimated to be obtained with the help of the observer or reliable references. The values of these parameters represent interval uncertainty in the system matrices. Table 2 lists these values for both modes.

Table 2. Uncertain parameters of the model

| Second mode | First mode | Parameters |
| :--- | :--- | :--- |
| $2.6080 \pm 0.0802$ | $1.8090 \pm 0.0420$ | $k_{21}$ |
| $1.6607 \pm 0.0505$ | $1.5550 \pm 0.0630$ | $k_{31}$ |
| $2.2011 \pm 0.0103$ | $2.0650 \pm 0.0610$ | $k_{12}$ |
| $1.4512 \pm 0.0308$ | $1.2550 \pm 0.0450$ | $k_{13}$ |
| $0.8051 \pm 0.0310$ | $0.7050 \pm 0.1010$ | $k_{02}$ |
| $1.2501 \pm 0.1399$ | $1.2310 \pm 0.1400$ | $k_{03}$ |
| $0.8 \pm 0.1$ | $1 \pm 0.1$ | $k_{c}$ |

Table 3. Design parameters for case no. 2

| Parameters | Values |
| :--- | :--- |
| $\gamma$ | 0.5 |
| $d$ | 0.9 |
| $\alpha$ | 0.7 |
| $\varepsilon$ | 100 |
| $h$ | 1 |

By applying Theorem 2 for the current example, using the Yalmip toolbox, the following gains for the controller and observer have been obtained:

$$
\begin{aligned}
K_{1} & =\left[\begin{array}{ccc}
-14.73 & -0.67 & -0.41 \\
-0.85 & -8.57 & 0.00 \\
-0.67 & 0.00 & -4.49
\end{array}\right], \quad L_{1}=\left[\begin{array}{c}
50.05 \\
0.34 \\
0.29
\end{array}\right], \\
G_{1} & =\left[\begin{array}{ccc}
-73.93 & 0.92 & 0.55 \\
0.59 & -13.40 & 0.00 \\
0.52 & 0.00 & -8.73
\end{array}\right] \\
K_{2} & =\left[\begin{array}{ccc}
-15.08 & -1.86 & -1.48 \\
-5.26 & -6.17 & 0.00 \\
-4.33 & 0.00 & -5.08
\end{array}\right], \quad L_{2}=\left[\begin{array}{c}
38.43 \\
0.44 \\
0.33
\end{array}\right], \\
G_{2} & =\left[\begin{array}{ccc}
-40.86 & 1.51 & 0.95 \\
0.41 & -6.16 & 0.00 \\
0.33 & 0.00 & -4.21
\end{array}\right]
\end{aligned}
$$

It should be noted that all time units in this example are in minutes. If ADT is calculated in minutes and a plasma compartment is used for measurement, effective thyroid drugs (controller) can be employed according to the defined target. Disturbance and Time-varying delay (Fig. 8 and Fig. 9) defined respectfully as: $h(t)=\bar{h} / 2\left(1+\frac{\sin (d t)}{\bar{h}}\right)$. The wgn(), butter(), and filter() functions in MATLAB are used to generate disturbance $\omega(t)$. As can be seen in the figure, the disturbance implementation is such that it has all the nonnegative values that a positive system must have for this example. Figs 10 and 11 shows parameter uncertainty in matrices A and C , respectively. The switching signal is given in Fig. 12. The initial values for states and their estimations are, respectfully: $x(t)=\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]^{T}$, $\hat{x}(0)=\left[\begin{array}{ccc}0.7 & 0.7 & 0.7\end{array}\right]^{T}$ and the other related parameters has been shown in Table 3.

The trend of Fig. 12 curves can be interpreted as follows, for one cycle, thyroid hormone enters the plasma pool and then enters the slow and fast pools. The amount of hormone in each of them is metabolized and finally excreted. The controller and observer that measures the plasma pool play an important role in this process. The results of reference [44] are the same in general. The time elapsed for the calculations of this example was about 0.5 second.

### 4.3. Comparative example (Case No.3)

In this subsection, we wanted to compare the capabilities of $L_{1}$-gain (with relatively similar models and from other references) and $L_{2}$-gain (described in this paper) methods in observer-based controller design, such as the number of iterations


Fig. 8. Disturbance signal for case no. 2


Fig. 9. Time-varying delay for case no. 2


Fig. 10. Parameter uncertainties of A matrix elements


Fig. 11. Parameter uncertainties of A matrix elements

Table 4. Comparison of MSE values by two methods $(\bar{T}=5 \mathrm{sec})$

|  | Liu [49] | Corollary 1 |
| :--- | :--- | :--- |
| MSE of $x_{1}(\mathrm{t})$ | 0.081 | 0.008 |
| MSE of $x_{2}(\mathrm{t})$ | 0.048 | 0.034 |
| MSE of $x_{3}(\mathrm{t})$ | 0.058 | 0.032 |

required to solve the problem, error, and performance. But, for the proposed dynamics, none of the methods introduced in the literature $[36,38,41]$ became feasible hence, there was no possibility for comparison. The reference method [48], despite the difference in model components such as delay and parametric uncertainty with the model of this article and also the use of the Linear Programming (LP) method instead of $L_{2}$-gain and Lyapunov function, can be compared with the approach of this paper. It is because the existence of commonalities, such as positivity, linearity, switching, ADT design, use of output feedback in controller design, and most importantly, feasible solutions. In other cases, without feasible answers, the accuracy of the controller and observer performance cannot be trusted. Corollaryl, was created to make this comparison. Theorem (3.1) from [48] was implemented, with the control law described below ( $p$ is the mode number), and the results were compared.

$$
\begin{align*}
u(t) & =\bar{G}_{p} y(t) \\
& =k_{p} v_{p} y(t)  \tag{35}\\
& =\frac{1}{v_{p} C_{p} \lambda_{p}} z_{p} v_{p} C_{p} x(t) \quad k_{p} \epsilon R^{m \times l}, \lambda_{p} \epsilon R^{n}, z_{p} \epsilon R^{m}
\end{align*}
$$

$v_{p}$ is a fixed parameter. The following system matrices were simulated for both methods.

$$
\left.\begin{array}{ll}
A_{1} & =\left[\begin{array}{ccc}
-3 & 2 & 1 \\
1 & -2 & 0 \\
1 & 0 & -2
\end{array}\right] \\
C_{1} & =\left[\begin{array}{ccc}
1 & 0 & 0
\end{array}\right] \\
A_{2} & =\left[\begin{array}{ccc}
-4 & 2 & 1 \\
2 & -3 & 0 \\
1 & 0 & -2
\end{array}\right]
\end{array} \begin{array}{ccc}
0.3 & 0 & 0 \\
0 & 0.2 & 0 \\
0 & 0 & 0.4
\end{array}\right]
$$

The simulation results for the first mode are as follows $\left(\bar{G}_{m}\right.$ is control gain matrix in [48]):

$$
\begin{gathered}
K_{1}=\left[\begin{array}{ccc}
-58.65 & -1.84 & -1.14 \\
-2.18 & -25.44 & 0.00 \\
-0.92 & 0.00 & -20.94
\end{array}\right], \quad L_{1}=\left[\begin{array}{l}
178 \\
0.38 \\
0.33
\end{array}\right] \\
G_{1}=\left[\begin{array}{ccc}
-219.59 & 0.94 & 0.56 \\
0.60 & -21.40 & 0.00 \\
0.52 & 0.00 & -24.91
\end{array}\right] \\
\bar{G}_{1}=\left[\begin{array}{l}
-1.62 \\
-6.35 \\
-2.24
\end{array}\right], z_{1}=\left[\begin{array}{l}
-51.42 \\
-23.60 \\
-11.84
\end{array}\right], \lambda_{1}=\left[\begin{array}{l}
9.45 \\
5.57 \\
9.43
\end{array}\right]
\end{gathered}
$$

and for the second mode are:

$$
\begin{aligned}
& K_{2}=\left[\begin{array}{ccc}
-79.82 & -4.79 & -3.53 \\
-2.25 & -21.00 & 0.00 \\
-2.08 & 0.00 & -23.48
\end{array}\right], \quad L_{2}=\left[\begin{array}{c}
319.12 \\
0.71 \\
0.44
\end{array}\right] \\
& G_{2}=\left[\begin{array}{ccc}
-283.59 & 1.11 & 0.69 \\
0.85 & -20.77 & 0.00 \\
0.55 & 0.00 & -19.08
\end{array}\right] \\
& \bar{G}_{2}=\left[\begin{array}{c}
2.27 \\
-8.10 \\
-5.82
\end{array}\right], z_{2}=\left[\begin{array}{c}
-41.57 \\
-68.54 \\
-31.73
\end{array}\right], \quad \lambda_{2}=\left[\begin{array}{c}
11.78 \\
6.15 \\
10.79
\end{array}\right]
\end{aligned}
$$



Fig. 12. States and their estimations

The switching signal for this example is presented in Fig. 13. The convergence of the modes of each method is also shown in the same figure. As clearly seen in the figure, the rate of convergence in the approach of this paper is more suitable than the procedure of [49]. In Table 4, the mean square error (MSE) values of both methods are presented for all three state variables. The method of calculating MSE for each mode is according to Equation 34. $e(t)$ is the vector of values of the errors between the current time and the predicted values.

$$
\begin{equation*}
M S E=\sqrt{\int_{0}^{\bar{T}} e(t)^{T} e(t) d t} \tag{36}
\end{equation*}
$$

Employing an observer-based controller for an SPS using the output feedback method is not very common, as mentioned earlier. The few cases that exist in the literature have no feasible solution and cannot be presented in a comparative example. Liu et al. [49] was the only case that was observed to have feasible solution by the output feedback controller and LP approach. The execution time of both algorithms was approximately 0.1 second.

## 5. Conclusions

In this paper, an effective method for designing a positive augmented closed-loop switched system consisting of an observer and a controller based on output feedback and state estimation was presented. In addition, minimizing the effects of destructive factors that generally exist in practical systems, such as parametric uncertainty, time-varying delay, disturbance, and unstable modes, has been one of the design goals. This methodology, especially for solving augmented systems, produces a large number of interface parameters in the form of positive vectors, which can be converted to BMI terms in the solution process. BMI terms either should be linearized with algebraic methods, which is not always possible, or solved with special-purpose solvers that do not have trustworthy answers, which in both cases does not provide a reliable design for the observer and the controller. In the proposed method that




Fig. 13. Three states convergence with both methods
leads to $H_{\infty}$ stabilization, the solution method consists of a set of LMI terms.

For further validation of the proposed approach, three examples were illustrated. In the first case, a numerical example was evaluated. In this case, in addition to reducing the effect of parametric uncertainties and disturbance and delay, it was noticed that the robust controller and the ADT switching regime did not allow the divergence of the trajectories of the state variables when the unstable mode was activated. Also, the gains of the controller and observer were obtained according to the design assumptions, and the diagonals of the matrices P and Q were positive, which are used to design the switching regime. This example best demonstrated the achievement of our robust observer-based control system. In the second case, a positive compartmental switched system was presented, in which the variables of thyroid hormone metabolism states were considered in three organs of the body with high and low metabolism and blood plasma. This system had high disturbance, parametric uncertainty, and delay in state variables. By measuring the hormone in the blood, its status in other organs can be estimated and controlled. In this case, all the state variables converged to the origin, but due to the bias in the disturbance, a small amount of steady-state error remained. By the presented method, after about 27 minutes, the amount of hormone in the tissue reaches the desired amount.

In order to evaluate the performance of the proposed observer-based controller, there was a condition for a similar system, a system with a similar model should be used in comparison (output feedback). Among the existing papers in this field, [48] was selected because of feasible answers. On the other hand, Corollary 1 was generated in Section 3 for comparison. As can be seen in the figures of the third example Fig. 13, the convergence rate of our proposed method was much better than that of the reference method [48]. The MSE of the system output $\left(y=x_{1}(t)\right)$ for the method of this paper is 0.008 and for the compared approach is 0.081 . Also, this value for two other state variables obtained by estimation with values of 0.034 and 0.0032 is more acceptable than the method [48] with values of 0.048 and 0.0058 , respectively (see Table 4). In this example, the advantage of employing dynamic output feedback over static output feedback was also shown.

## 6. Appendixes

## Appendix I.

If there exists such an observer-based controller from (10), for stability of the closed-loop system we should have $\vartheta\left(A_{x, m}\right)<0$ and for positiveness $A_{x, m}$ should be Metzler. Thus for any $m \in M$, $A_{m} \in\left[\underline{A_{m}}, \overline{A_{m}}\right], B_{m} \in\left[\underline{B_{m}}, \overline{B_{m}}\right]$ and $C_{m} \in\left[\underline{C_{m}}, \overline{C_{m}}\right]$, with respect to $K_{m} \preccurlyeq 0$, we have:

$$
\begin{align*}
& {\left[\begin{array}{cc}
\underline{A}_{m}+\bar{B}_{m} K_{m} & -\underline{B}_{m} K_{m} \\
\underline{A}_{m}+\bar{B}_{m} K_{m}-L_{m} \bar{C}_{m}-G_{m} & G_{m}-\underline{B}_{m} K_{m}
\end{array}\right] }  \tag{A1}\\
& \preccurlyeq\left[\begin{array}{cc}
A_{m}+B_{m} K_{m} & -B_{m} K_{m} \\
A_{m}+B_{m} K_{m}-L_{m} C_{m}-G_{m} & G_{m}-B_{m} K_{m} \\
\bar{A}_{m}+\underline{B}_{m} K_{m} & -\bar{B}_{m} K_{m} \\
\preccurlyeq\left[\begin{array}{cc}
\bar{A}_{m}+\underline{B}_{m} K_{m}-L_{m} \underline{C}_{m}-G_{m} & G_{m}-\bar{B}_{m} K_{m}
\end{array}\right]
\end{array} .\right.
\end{align*}
$$

Then, it can be interfered:
$\vartheta\left(\left[\begin{array}{cc}\bar{A}_{m}+\underline{B}_{m} K_{m} & -\bar{B}_{m} K_{m} \\ \bar{A}_{m}+\underline{B}_{m} K_{m}-L_{m} \underline{C}_{m}-G_{m} & G_{m}-\bar{B}_{m} K_{m}\end{array}\right]\right)<0$
and $\left[\begin{array}{cc}\underline{A}_{m}+\bar{B}_{m} K_{m} & -\underline{B}_{m} K_{m} \\ \underline{A}_{m}+\bar{B}_{m} K_{m}-L_{m} \bar{C}_{m}-G_{m} & G_{m}-\underline{B}_{m} K_{m}\end{array}\right]$ should
be Metzler which guarantees (15), (16) and (17). Eq. (A2) indicates that all the eigenvalues of $A_{x, m}$ are negative. From (A2) in conformity with Lemma 2, the same condition is held for $A_{x, m}$ and we have:
$\operatorname{trace}\left(\left[\begin{array}{cc}\bar{A}_{m}+\underline{B}_{m} K_{m} & -\bar{B}_{m} K_{m} \\ \bar{A}_{m}+\underline{B}_{m} K_{m}-L_{m} \underline{C}_{m}-G_{m} & G_{m}-\bar{B}_{m} K_{m}\end{array}\right]\right)<0$
Inequality (A3) is equivalent to (18) and the proof is complete.

## Appendix II.

The Lyapunov-Krasovskii function can be constructed as follow:

$$
\begin{align*}
V_{\sigma}(t) & =V(t) \\
& =\tilde{x}^{T}(t) P_{\sigma(t)} \tilde{x}(t)+\int_{t-h(t)}^{t} e^{-\alpha(t-s)} \tilde{x}(t) Q_{\sigma(t)} \tilde{x}(t) d s \tag{A4}
\end{align*}
$$

For $\sigma(t)=m$, by substituting $P_{m}=\operatorname{diag}\left[P_{1, m}, P_{2, m}\right]>0$ and $Q_{m}=\operatorname{diag}\left[Q_{1, m}, Q_{2, m}\right]>0$, we have:

$$
\begin{align*}
V(t) & =x^{T} P_{1, m} x+e^{T} P_{2, m} e \\
& +\int_{t-h(t)}^{t} e^{-\alpha(t-s)}\left[x^{T}(s) Q_{1, m} x(s)\right.  \tag{A5}\\
& \left.+e^{T}(s) Q_{2, m} e(s)\right] \mathrm{d} s
\end{align*}
$$

By derivation of (A5), we can get:

$$
\begin{align*}
& \dot{V}(t)=x^{T}(t) P_{1, m} \dot{x}(t)+\dot{x}^{T}(t) P_{1, m} x(t) \\
& +e^{T}(t) P_{2, m} \dot{e}(t)+\dot{e}^{T}(t) P_{1, m} e(t)+x^{T}(t) Q_{1, m} x(t) \\
& +e^{T}(t) Q_{2, m} e(t)-\alpha\left(V-x^{T}(t) P_{1, m} x(t)-e^{T}(t) P_{2, m} e(t)\right) \\
& \quad-(1-\dot{h}) e^{-\alpha h(t)}\left[x ^ { T } \left(t-h(t) Q_{1, m} x(t-h(t))\right.\right. \\
& \left.\quad+e^{T}(t-h(t)) Q_{2, m} e(t-h(t))\right] \quad \text { (A6) } \tag{A6}
\end{align*}
$$

We can conclude:

$$
\begin{equation*}
\dot{V}(t)+\alpha V(t) \leq \eta^{T}(t) \varphi_{m} \eta(t) \tag{A7}
\end{equation*}
$$

Which guarantees the stability of the system $(\omega=0)$, where $\eta(t)$ is a matrix consisting of several vectors:

$$
\eta^{T}(t)=\left[\begin{array}{lllll}
x^{T}(t) & e^{T}(t) & x^{T}(t-h(t)) & e^{T}(t-h(t)) & \omega^{T} \tag{A8}
\end{array}\right]
$$

$$
\varphi_{m}=\left[\begin{array}{ccccc}
\pi_{11} & \pi_{12} & P_{1, m} A_{1, m} & 0 & P_{1, m} D_{1, m}  \tag{A9}\\
\pi_{21} & \pi_{22} & 0 & P_{2, m} A_{1, m} & P_{2, m} D_{1, m} \\
A_{1, m}^{T} P_{1, m} & 0 & -(1-d) e^{-\alpha \bar{h}} Q_{1, m} & 0 & 0 \\
0 & A_{1, m}^{T} P_{2, m} & 0 & -(1-d) e^{-\alpha \bar{h}} Q_{2, m} & 0 \\
D_{1, m}^{T} P_{1, m} & D_{1, m}^{T} P_{2, m} & 0 & 0 & 0
\end{array}\right] \leq 0
$$

$$
\begin{aligned}
& \pi_{11}=P_{1, m}\left(A_{m}+B_{m} K_{m}\right)+Q_{1, m}+\left(A_{m}+B_{m} K_{m}\right)^{T} P_{1, m}+\alpha P_{1, m} \\
& \pi_{12}=\left(A_{m}+B_{m} K_{m}-L_{m} C_{m}-G_{m}\right)^{T} P_{2, m}-P_{1, m} B_{m} K_{m} \\
& \pi_{21}=P_{2, m}\left(A_{m}+B_{m} K_{m}-L_{m} C_{m}-G_{m}\right)-K_{m}^{T} B_{m}^{T} P_{1, m} \\
& \pi_{22}=P_{2, m}\left(G_{m}-B_{m} K_{m}\right)+Q_{2, m}+\left(G_{m}-B_{m} K_{m}\right)^{T} P_{2, m}+\alpha P_{2, m}
\end{aligned}
$$

For disturbance attenuation by means of $L_{2}$-gain stability relation $\frac{\|z(t)\|_{L_{2}}}{\|\omega(t)\|_{L_{2}}} \leq \gamma$, it can be stated that:

$$
\begin{equation*}
\frac{\sqrt{\int_{0}^{\infty} z^{T}(t) z(t) d t}}{\sqrt{\int_{0}^{\infty} \omega(t)^{T} \omega(t)}} \leq \gamma \tag{A10}
\end{equation*}
$$

$L_{2}$-gain stability criterion in (A10) can rewritten in following form:

$$
\begin{equation*}
J=\int_{0}^{\infty} z^{T}(t) z(t)-\gamma^{2} \omega^{T}(t) \omega(t) d t \leq 0 \tag{A11}
\end{equation*}
$$

According to Definition 4, we can conclude
$J \leq \int_{0}^{\infty} z^{T}(t) z(t)-\gamma^{2} \omega^{T}(t) \omega(t) d t+V(x(\infty))-V(x(0)) \leq 0$
Which yields:

$$
\begin{equation*}
J \leq \int_{0}^{\infty}\left(z^{T}(t) z(t)-\gamma^{2} \omega^{T}(t) \omega(t)+\dot{V}(t)\right) d t \leq 0 \tag{A12}
\end{equation*}
$$

A sufficient condition to guarantee the above inequality is:

$$
\begin{equation*}
z^{T}(t) z(t)-\gamma^{2} \omega^{T}(t) \omega(t)+\dot{V}(t) \leq 0 \tag{A14}
\end{equation*}
$$

With respect to (A7), (A15) is rewritten as:

$$
\begin{align*}
& z^{T}(t) z(t)-\gamma^{2} \omega^{T}(t) \omega(t)+\dot{V}(t) \\
& \leq z^{T}(t) z(t)-\gamma^{2} \omega^{T}(t) \omega(t)+\dot{V}(t)+\alpha V(t)  \tag{A15}\\
& \leq z^{T}(t) z(t)-\gamma^{2} \omega^{T}(t) \omega(t)+\eta^{T}(t) \varphi_{m} \eta(t)
\end{align*}
$$

By considering the system dynamic (1), $z(t)=C_{2, \sigma(t)} x(t)+$ $A_{2, \sigma(t)} x(t-h(t))$, we have:

$$
\begin{align*}
& x^{T}(t) C_{2, m}^{T} C_{2, m} x(t)+x^{T} C_{2, m}^{T} A_{2, m} x(t-h(t)) \\
& +x^{T}(t-h(t)) A_{2, m}^{T} C_{2, m} x(t)+x^{T}(t-h) A_{2, m}^{T} A_{2, m} x(t) \\
& \quad-\gamma^{2} \omega^{T} \omega(t)+\eta^{T}(t) \varphi_{m} \eta(t) \leq \eta^{T}(t) \psi_{m} \eta(t) \tag{A16}
\end{align*}
$$

So, we should have $\psi_{m} \leq 0$ in which:

$$
\begin{align*}
& \psi_{m}=\left[\begin{array}{ccccc}
\chi_{11} & \chi_{12} & P_{1, m} A_{1, m}+C_{2}^{T} A_{2, m} & 0 & P_{1, m} D_{1, m} \\
\chi_{21} & \chi_{22} & 0 & P_{2, m} A_{1, m} & P_{2, m} D_{1, m} \\
A_{1, m}^{T} P_{1, m}+A_{2, m}^{T} C_{2} & 0 & -(1-d) e^{-\alpha \bar{h}} Q_{1, m}+A_{2, m}^{T} A_{2, m} & 0 & 0 \\
0 & A_{1, m}^{T} P_{2, m} & 0 & -(1-d) e^{-\alpha \bar{h}} Q_{2, m} & 0 \\
D_{1, m}^{T} P_{1, m} & D_{1, m}^{T} P_{2, m} & 0 & 0 & -\gamma^{2} I
\end{array}\right] \leq 0  \tag{A17}\\
& \chi_{11}=P_{1, m}\left(A_{m}+B_{m} K_{m}\right)+Q_{1, m}+\left(A_{m}+B_{m} K_{m}\right)^{T} P_{1, m}+C_{2, m}^{T} C_{2, m}+\alpha P_{1, m} \\
& \chi_{12}=\left(A_{m}+B_{m} K_{m}-L_{m} C_{m}-G_{m}\right)^{T} P_{2, m}-P_{1, m} B_{m} K_{m}+\alpha P_{2, m} \\
& \chi_{21}=P_{2, m}\left(A_{m}+B_{m} K_{m}-L_{m} C_{m}-G_{m}\right)-K_{m}^{T} B_{m}^{T} P_{1, m} \\
& \chi_{22}=P_{2, m}\left(G_{m}-B_{m} K_{m}\right)+Q_{2, m}+\left(G_{m}-B_{m} K_{m}\right)^{T} P_{2, m}
\end{align*}
$$

By substituting (23) into (A17) with respect to upper bound of the uncertain parameters, matrix $\psi_{m}$ can be rewritten as follows,

$$
\psi_{m}=\left[\begin{array}{ccc}
\left(\mathbb{A}_{m}+\mathbb{B}_{m} \mathbb{K}_{m} \mathbb{C}_{m}\right)^{T} P_{m}+P_{m}\left(\mathbb{A}_{m}+\mathbb{B}_{m} \mathbb{K}_{m} \mathbb{C}_{m}\right)+\bar{Q}_{m} & \bar{A}_{h, m} & P_{m} A_{w, m}  \tag{A18}\\
* & \tilde{Q}_{m} & 0 \\
* & * & -\gamma^{2} I
\end{array}\right] \leq 0
$$

where

$$
\begin{gather*}
\bar{Q}_{m}=\left[\begin{array}{cc}
Q_{1, m}+C_{2, m}^{T} C_{2, m}+\alpha P_{1, m} & 0 \\
0 & Q_{2, m}+\alpha P_{2, m}
\end{array}\right] \\
\tilde{Q}_{m}=\left[\begin{array}{cc}
-Q_{1, m}(1-d) e^{-\alpha \bar{h}}+A_{2, m}^{T} A_{2, m} & 0 \\
0 & -Q_{2, m}(1-d) e^{-\alpha \bar{h}}
\end{array}\right] \\
\Sigma_{m}=\mathbb{A}_{m}+\mathbb{B}_{m} \mathbb{K}_{m} \mathbb{C}_{m} \\
 \tag{A21}\\
=\left[\begin{array}{cc}
\bar{A}_{m}+\underline{B}_{m} K_{m} & -\bar{B}_{m} K_{m} \\
\bar{A}_{m}+\underline{B}_{m} K_{\sigma}-L_{m} \underline{C}_{m}-G_{m} & G_{m}-\bar{B}_{m} K_{m}
\end{array}\right]
\end{gather*}
$$

the following form:

$$
\begin{align*}
& {\left[\begin{array}{cc}
\Sigma_{m}{ }^{T} P_{m}+P_{m} \Sigma_{m}+\bar{Q}_{m} & \bar{A}_{h, m} \\
* & \tilde{Q}_{m}
\end{array}\right]} \\
& \quad+\left[\begin{array}{c}
P_{m} A_{w, m} \\
0
\end{array}\right]\left(-\gamma^{-2} I\right)\left[\begin{array}{cc}
A_{w, m}^{T} P_{m} & 0
\end{array}\right] \leq 0 \tag{A22}
\end{align*}
$$

Again, using Schur compliment yields:

$$
\begin{align*}
\Sigma_{m}^{T} P_{m}+P_{m} \Sigma_{m}+\bar{Q}_{m}-\gamma^{-2} & P_{m} A_{w, m} A_{w, m}^{T} P_{m} \\
& -\bar{A}_{h, m} \tilde{Q}_{m}^{T} \bar{A}_{h, m}^{T} \leq 0 \tag{A23}
\end{align*}
$$

The following inequality can be considered as a sufficient condition
for (A23):

$$
\begin{align*}
& \Sigma_{m}^{T} P_{m}+P_{m} \Sigma_{m}+\bar{Q}_{m}-\gamma^{-2} P_{m} A_{w, m} A_{w, m}^{T} P_{m} \\
&-\bar{A}_{h, m} \tilde{Q}_{m}^{T} \bar{A}_{h, m}^{T}+\mathbb{C}_{m}^{T} \mathbb{K}_{m}^{T} \mathbb{K}_{m} \mathbb{C}_{m} \leq 0 \tag{A24}
\end{align*}
$$

After replacement $\Sigma_{m}=\mathbb{A}_{m}+\mathbb{B}_{m} \mathbb{K}_{m} \mathbb{C}_{m}$, yields:

$$
\begin{align*}
& \mathbb{A}_{m}^{T} P_{m}+P_{m} \mathbb{A}_{m}+P_{m} \mathbb{B}_{m} \mathbb{K}_{m} \mathbb{C}_{m}+\mathbb{C}_{m}^{T} \mathbb{K}_{m}^{T} \mathbb{B}_{m}^{T} P_{m} \\
&+\mathbb{C}_{m}^{T} \mathbb{K}_{m}^{T} \mathbb{K}_{m} \mathbb{C}_{m}+\bar{Q}_{m}-\gamma^{-2} P_{m} A_{w, m} A_{w, m}^{T} P_{m} \\
&-\bar{A}_{h, m} \tilde{Q}_{m}^{T} \bar{A}_{h, m}^{T} \leq 0 \tag{A25}
\end{align*}
$$

which can be rewritten in this form:

$$
\begin{align*}
& \mathbb{A}_{m}^{T} P_{m}+P_{m} \mathbb{A}_{m}+P_{m} \mathbb{B}_{m} \mathbb{K}_{m} \mathbb{C}_{m} \\
& +\left(P_{m} \mathbb{B}_{m}+\mathbb{C}_{m}^{T} \mathbb{K}_{m}^{T}\right)\left(\mathbb{B}_{m}^{T} P_{m}+\mathbb{K}_{m} \mathbb{C}_{m}\right)-P_{m} \mathbb{B}_{m} \mathbb{B}_{m}^{T} P_{m} \\
& +\bar{Q}_{m}-\gamma^{-2} P_{m} A_{w, m} A_{w, m}^{T} P_{m}-\bar{A}_{h, m} \tilde{Q}_{m}^{T} \bar{A}_{h, m}^{T} \leq 0 \tag{A26}
\end{align*}
$$

Also, it can be rewritten as follows:

$$
\begin{align*}
& \mathbb{A}_{m}^{T} P_{m}+P_{m} \mathbb{A}_{m}+P_{m} \mathbb{B}_{m} \mathbb{K}_{m} \mathbb{C}_{m} \\
& + \\
& +\left(\mathbb{B}_{m}^{T} P_{m}+\mathbb{K}_{m} \mathbb{C}_{m}\right)^{T}+\left(\mathbb{B}_{m}^{T} P_{m}+\mathbb{K}_{m} \mathbb{C}_{m}\right)-P_{m} \mathbb{B}_{m} \mathbb{B}_{m}^{T} P_{m}  \tag{A27}\\
& \quad+\bar{Q}_{m}-\gamma^{-2} P_{m} A_{w, m} A_{w, m}^{T} P_{m}-\bar{A}_{h, m} \tilde{Q}_{m}^{T} \bar{A}_{h,}^{T} \leq 0 \quad \text { (A27) }
\end{align*}
$$

The equation (A28) is constructed to obtain the upper bound in inequality (A29):

$$
\begin{equation*}
\left[A_{m}+B_{m} K_{m}\right]_{i j} \geq 0 \quad 1 \leq i \neq j \leq n \tag{A28}
\end{equation*}
$$

Then, it holds that:

$$
\begin{equation*}
\left[G_{m}-B_{m} K_{m}\right]_{i j} \geq 0 \quad 1 \leq i \neq j \leq n \tag{A29}
\end{equation*}
$$

By substituting the upper bound of (A29) in (A27), we can get to:

$$
\begin{align*}
\mathbb{A}_{m}^{T} P_{m}+ & P_{m} \mathbb{A}_{m}+P_{m} \mathbb{B}_{m} \mathbb{K}_{m} \mathbb{C}_{m} \\
& +\left(P_{m} \mathbb{B}_{m}+\mathbb{C}_{m}^{T} \mathbb{K}_{m}^{T}\right)\left(\mathbb{B}_{m}^{T} P_{m}+\mathbb{K}_{m} \mathbb{C}_{m}\right) \\
& -\varepsilon \mathbb{B}_{m} \mathbb{B}_{m}{ }^{T} P_{m}-\varepsilon P_{m} \mathbb{B}_{m} \mathbb{B}_{m}^{T}+\varepsilon^{2} \mathbb{B}_{m} \mathbb{B}_{m}^{T} \\
+\bar{Q}_{m}- & \gamma^{-2} P_{m} A_{w, m} A_{w, m}^{T} P_{m}-\bar{A}_{h, m} \tilde{Q}_{m}^{T} \bar{A}_{h, m}^{T} \leq 0 \tag{A30}
\end{align*}
$$

Now, applying Schur compliment to the previous relation leads to:

$$
\left[\begin{array}{cc}
\theta_{11} & \bar{A}_{h, m} \\
* & \widetilde{Q}_{m}
\end{array}\right] \leq 0
$$

where

$$
\begin{align*}
\theta_{11} & =\mathbb{A}_{m}^{T} P_{m}+P_{m} \mathbb{A}_{m} \\
& +\left(\mathbb{B}_{m}{ }^{T} P_{m}+\mathbb{K}_{m} \mathbb{C}_{m}\right)^{T}\left(\mathbb{B}_{m}^{T} P_{m}+\mathbb{K}_{m} \mathbb{C}_{m}\right)  \tag{A31}\\
& -\varepsilon \mathbb{B}_{m} \mathbb{B}_{m}^{T} P_{m}-\varepsilon P_{m} \mathbb{B}_{m} \mathbb{B}_{m}^{T}+\varepsilon^{2} \mathbb{B}_{m} \mathbb{B}_{m}^{T} \\
& +\bar{Q}_{m}-\gamma^{-2} P_{m} A_{w, m} A_{w, m}^{T} P_{m}
\end{align*}
$$

Applying Schur compliment two times:

$$
\left[\begin{array}{cccc}
\xi_{11} & \bar{A}_{h, m} & P_{m} \mathbb{B}_{m}+\mathbb{C}_{m}^{T} \mathbb{K}_{m}^{T} & \varepsilon \mathbb{B}_{m}  \tag{A32}\\
* & \tilde{Q}_{m} & 0 & 0 \\
* & * & -I & 0 \\
* & * & * & -I
\end{array}\right] \leq 0
$$

where

$$
\begin{aligned}
\xi_{11} & =\mathbb{A}_{m}^{T} P_{m}+P_{m} \mathbb{A}_{m}-\varepsilon \mathbb{B}_{m} \mathbb{B}_{m}^{T} P_{m} \\
& -\varepsilon P_{m} \mathbb{B}_{m} \mathbb{B}_{m}^{T}+\bar{Q}_{m}-\gamma^{-2} P_{m} A_{w, m} A_{w, m}^{T} P_{m}
\end{aligned}
$$

By using one more Schur compliment on the term $\gamma^{-2} P_{m} A_{w} A_{w}^{T} P_{m}$ :

$$
\left[\begin{array}{ccccc}
\Gamma_{m} & \bar{A}_{h, m} & P_{m} \mathbb{B}_{m}+\mathbb{C}_{m}{ }^{T} \mathbb{K}_{m}{ }^{T} & \varepsilon \mathbb{B}_{m} & P_{m} A_{w, m}  \tag{A33}\\
* & \tilde{Q}_{m} & 0 & 0 & 0 \\
* & * & -I & 0 & 0 \\
* & * & * & -I & 0 \\
* & * & * & * & -\gamma^{2} I
\end{array}\right] \leq 0
$$

where

$$
\begin{aligned}
\Gamma_{m} & =\mathbb{A}_{m}^{T} P_{m}+P_{m} \mathbb{A}_{m}-\varepsilon \mathbb{B}_{m} \mathbb{B}_{m}^{T} P_{m} \\
& -\varepsilon P_{m} \mathbb{B}_{m} \mathbb{B}_{m}^{T}+\bar{Q}_{m}
\end{aligned}
$$

With respect to (A15) and (A16) and integrating from $t_{k}$ to $t$ gives:

$$
\begin{align*}
V(t) \leq & e^{-\alpha\left(t-t_{k}\right)} V_{\sigma\left(t_{k}\right)}\left(t_{k}\right)-\int_{t_{k}}^{t} e^{-\alpha(t-s)}\left(z^{T}(s) z(s)\right. \\
& \left.-\gamma^{2} \omega^{T}(s) \omega(s)\right) \mathrm{d} s \tag{A34}
\end{align*}
$$

Assume that $\sigma\left(t_{k}\right)=m_{2}, \sigma\left(t_{k}^{-}\right)=m_{1}$ at switching instant $t_{k}$, inequalities given in (20) guarantee

$$
\begin{equation*}
V_{m_{2}}\left(t_{k}\right) \leq \mu V_{m_{2}}\left(t_{k}^{-}\right) \tag{A35}
\end{equation*}
$$

When $t \in\left[t_{k}, t_{k+1}\right)$, from (A7) and (A9) we get to:

$$
\begin{equation*}
V_{\sigma(t)}(t) \leq e^{-\alpha\left(t-t_{k}\right)} V_{\sigma\left(t_{k}\right)}\left(t_{k}\right) \tag{A36}
\end{equation*}
$$

And from Definition 3, after $k$ times switching ( $k \leq \frac{t-t_{0}}{\tau_{a}}$ ), it can be concluded that:

$$
\begin{align*}
& V_{\sigma(t)}(t) \leq e^{-\alpha\left(t-t_{k}\right)} \mu V_{\sigma\left(t_{k}^{-}\right)}\left(t_{k}^{-}\right) \leq \\
& \cdots \leq e^{-\alpha\left(t-t_{0}\right)} \mu^{k} V_{\sigma\left(t_{0}\right)}\left(t_{0}\right) \\
& \quad \leq e^{-\left(\alpha-\frac{\ln \mu}{\tau_{a}}\right)\left(t-t_{0}\right)} V_{\sigma\left(t_{0}\right)}\left(t_{0}\right) \tag{A37}
\end{align*}
$$

We define $R_{1}=\max _{m} \lambda\left(P_{m}\right), R_{2}=\max _{m} \lambda\left(Q_{m}\right)$ and $R_{3}=\min _{m} \lambda\left(P_{m}\right)$ thus:

$$
\begin{array}{r}
V_{\sigma\left(t_{0}\right)}\left(t_{0}\right) \leq \tilde{x}^{T}\left(t_{0}\right) R_{1} \tilde{x}^{T}\left(t_{0}\right)+\int_{t_{0}-h\left(t_{0}\right)}^{t_{0}} \tilde{x}^{T}\left(t_{0}\right) R_{2} \tilde{x}^{T}\left(t_{0}\right) \mathrm{d} s \\
\leq R_{1}\left\|\tilde{x}\left(t_{0}\right)\right\|+R_{2} \bar{h}\left\|\tilde{x}\left(t_{0}\right)\right\| \tag{A38}
\end{array}
$$

It is derived from (A37) and (A38) that:

$$
\begin{align*}
\tilde{x}^{T}(t) P_{\sigma(t)} \tilde{x}(t) & \leq V_{\sigma(t)}(t) \\
& \leq e^{-\left(\alpha-\frac{\operatorname{ln\mu }}{\tau_{a}}\right)\left(t-t_{0}\right)}\left(R_{1}+R_{2} \bar{h}\right)\left\|\tilde{x}\left(t_{0}\right)\right\| \tag{A39}
\end{align*}
$$

Consequently,

$$
\begin{equation*}
\|\tilde{x}(t)\| \leq e^{-\left(\alpha-\frac{l n \mu}{\tau_{a}}\right)\left(t-t_{0}\right)}\left(R_{1} / R_{3}+R_{2} \bar{h} / R_{3}\right)\left\|\tilde{x}\left(t_{0}\right)\right\| \tag{A40}
\end{equation*}
$$

So, this bound $\tau_{a}>\frac{\ln \mu}{\alpha}$ should be hold for ADT.

On the other hand, from (A34) and (A37) we get to:

$$
\begin{align*}
V(t) \leq & e^{-\alpha\left(t-t_{k}\right)} V_{\sigma\left(t_{k}\right)}\left(t_{k}\right) \\
& -\int_{t_{k}}^{t} e^{-\alpha(t-s)}\left(z^{T}(s) z(s)-\gamma^{2} \omega^{T}(s) \omega(s)\right) \mathrm{d} s  \tag{A43}\\
& \leq \mu^{k} V\left(t_{0}\right) e^{-\alpha t} \\
& -\mu^{k} \int_{t 0}^{t 1} e^{-\alpha(t-s)}\left(z^{T}(s) z(s)-\gamma^{2} \omega^{T}(s) \omega(s)\right) \mathrm{d} s  \tag{A44}\\
& -\mu^{k-1} \int_{t 1}^{t 2} e^{-\alpha(t-s)}\left(z^{T}(s) z(s)-\gamma^{2} \omega^{T}(s) \omega(s)\right) \mathrm{d} s- \\
& \cdots-\int_{t k}^{t} e^{-\alpha\left(t-t_{k}\right)}\left(z^{T}(s) z(s)-\gamma^{2} \omega^{T}(s) \omega(s)\right) \mathrm{d} s \\
= & e^{-\alpha\left(t-t_{0}\right)+N_{\sigma}\left(t_{0}, t\right) \ln \mu} V\left(t_{0}\right) \\
& -\int_{t 0}^{t} e^{-\alpha(t-s)+N_{\sigma}(s, t) \ln \mu}\left(z^{T}(s) z(s)\right.  \tag{A45}\\
& \left.-\gamma^{2} \omega^{T}(s) \omega(s)\right) \mathrm{d} s
\end{align*}
$$

Under zero initial condition, (A41) gives:

$$
\begin{aligned}
& 0 \leq \\
& -\int_{t 0}^{t} e^{-\alpha(t-s)+N_{\sigma}(s, t) l n \mu}\left(z^{T}(s) z(s)-\gamma^{2} \omega^{T}(s) \omega(s)\right) \mathrm{d} s
\end{aligned}
$$

Simplifying the relation (A42) and integrating both sides of inequality from $t=t_{0}$ to $\infty$ yields:

$$
\begin{equation*}
\int_{0}^{\infty} z^{T}(t) z(t) d t<\gamma^{2} \int_{0}^{\infty} \omega(t)^{T} \omega(t) \mathrm{d} t \tag{A47}
\end{equation*}
$$

## Appendix III.

With respect to systems (26) and (27) we have:

$$
\begin{aligned}
e=x(t)- & \hat{x}(t) \\
& \Rightarrow \dot{x}=\left(A_{m}+B_{m} K_{m}\right) x(t)-B_{m} K_{m} e(t) \\
\dot{e}(t) & =\dot{x}(t)-\dot{\hat{x}}(t) \\
& =\left(A_{m}+B_{m} K_{m}\right) x(t)-B_{m} K_{m} e(t) \\
& -\left(G_{m}+L_{m} C_{m}\right) x(t)+G_{m} e(t)
\end{aligned}
$$

if $\tilde{x}(t)=\left[\begin{array}{l}x(t) \\ e(t)\end{array}\right]$ is considered, then we can rewrite to recent relations as:

$$
\dot{\tilde{x}}(t)=\left[\begin{array}{cc}
A_{m}+B_{m} K_{m} & -B_{m} K_{m} \\
A_{m}+B_{m} K_{m}-G_{m}-L_{m} C_{m} & G_{m}-B_{m} K_{m}
\end{array}\right] \tilde{x}(t)
$$

By selecting the following Lyapunov function:

$$
\begin{align*}
V_{m}(t)=V(t)= & \tilde{x}^{T}(t) P_{m} \tilde{x}(t)  \tag{A46}\\
& =x^{T}(t) P_{1, m} x(t)+e^{T}(t) P_{2, m} e(t) \tag{A41}
\end{align*}
$$

The derivative of the Lyapunov function yields:

$$
\begin{align*}
\dot{V} & =2 x^{T}(t) P_{1, m} \dot{x}(t)+2 e^{T}(t) P_{2, m} \dot{e}(t) \\
& =2 x^{T}(t) P_{1, m}\left(A_{m}+B_{m} K_{m}\right) x(t)-2 x^{T} P_{1, m} B_{m} K_{m} e(t) \\
& +2 e^{T}(t) P_{2, m}\left(A_{m}+B_{m} K_{m}-G_{m}-L_{m} C_{m}\right) x(t)  \tag{A42}\\
& +2 e^{T}(t) P_{2, m}\left(G_{m}-B_{m} K_{m}\right) e(t) \\
& =\left[x(t)^{T} \quad e(t)^{T}\right] \eta_{m}\left[\begin{array}{c}
x(t) \\
e(t)
\end{array}\right]
\end{align*}
$$

$H_{\infty}$ stabilization is guaranteed and the proof is complete.

That $\eta_{m}$ will be in this form:

$$
\eta_{m}=\left[\begin{array}{cc}
P_{1, m}\left(A_{m}+B_{m} K_{m}\right)+\left(A_{m}+B_{m} K_{m}\right)^{T} P_{1, m} & -P_{1, m} B_{m} K_{m}+\left(A_{m}+B_{m} K_{m}-G_{m}-L_{m} C_{m}\right)^{T} P_{2, m}  \tag{A48}\\
-K_{m}^{T} B_{m}^{T} P_{1, m}+P_{2, m}\left(A_{m}+B_{m} K_{m}-G_{m}-L_{m} C_{m}\right) & P_{2, m}\left(G_{m}-B_{m} K_{m}\right)+\left(G_{m}-B_{m} K_{m}\right)^{T} P_{2, m}
\end{array}\right]<0
$$

For stability of the system, its necessary that $\eta_{m}<0$, so in the following with respect to (32):

$$
\begin{align*}
& \mathbb{A}_{m}+\mathbb{B}_{m} \mathbb{K}_{m}= \\
& {\left[\begin{array}{cc}
A_{m}+B_{m} K_{m} & -B_{m} K_{m} \\
A_{m}+B_{m} K_{m}-G_{m}-L_{m} C_{m} & G_{m}-B_{m} K_{m}
\end{array}\right]}  \tag{A49}\\
& \eta_{m}=\left(\mathbb{A}_{m}+\mathbb{B}_{m} \mathbb{K}_{m}\right)^{T} P_{m}+P_{m}\left(\mathbb{A}_{m}+\mathbb{B}_{m} \mathbb{K}_{m}\right)<0 \tag{A50}
\end{align*}
$$

It is also concluded that:

$$
\begin{equation*}
\eta_{m}+C_{m}^{T} \mathbb{K}_{m}^{T} \mathbb{K}_{m} C_{m}<0 \quad \Longrightarrow \quad \eta_{m}<0 \tag{A51}
\end{equation*}
$$

$$
\begin{align*}
& \eta_{m}+C_{m}^{T} \mathbb{K}_{m}^{T} \mathbb{K}_{m} C_{m}=\mathbb{A}_{m}^{T} P_{m}+P_{m} \mathbb{A}_{m} \\
&+\left(P_{m} \mathbb{B}_{m}+\mathbb{C}_{m}^{T} \mathbb{K}_{m}^{T}\right)\left(\mathbb{B}_{m}^{T} P_{m}+\mathbb{K}_{m} \mathbb{G}_{m}\right) \\
&-P_{m} \mathbb{B}_{m} \mathbb{B}_{m}^{T} P_{m}<0 \tag{A52}
\end{align*}
$$

Also, due to the (A28) and (A29) by placing the band above $-P_{m} \mathbb{B}_{m} \mathbb{B}_{m}^{T} P_{m}$ in (A52), we have:

$$
\begin{aligned}
& \mathbb{A}_{m}^{T} P_{m}+P_{m} \mathbb{A}_{m}+\left(P_{m} \mathbb{B}_{m}+\mathbb{C}_{m}^{T} \mathbb{K}_{m}^{T}\right)\left(\mathbb{B}_{m}^{T} P_{m}+\mathbb{K}_{m} \mathbb{G}_{m}\right) \\
& \quad-\varepsilon \mathbb{B}_{m} \mathbb{B}_{m}^{T} P_{m}-\varepsilon P_{m} \mathbb{B}_{m} \mathbb{B}_{m}^{T}+\varepsilon^{2} \mathbb{B}_{m} \mathbb{B}_{m}^{T}<0
\end{aligned}
$$

By applying Schur complement to the term $\left(P_{m} \mathbb{B}_{m}+\mathbb{C}_{m}^{T} \mathbb{K}_{m}^{T}\right)\left(\mathbb{B}_{m}^{T} P_{m}+\mathbb{K}_{m} \mathbb{G}_{m}\right):$

$$
\left[\begin{array}{cc}
\mathbb{A}_{m}^{T} P_{m}+P_{m} \mathbb{A}_{m}-\varepsilon \mathbb{B}_{m} \mathbb{B}_{m}^{T} P_{m}-\varepsilon P_{m} \mathbb{B}_{m} \mathbb{B}_{m}^{T}+\varepsilon^{2} \mathbb{B}_{m} \mathbb{B}_{m}^{T} & P_{m} \mathbb{B}_{m}+\mathbb{C}_{m}^{T} \mathbb{K}_{m}^{T}  \tag{A54}\\
* & -I
\end{array}\right]<0
$$

By applying Schur complement, one more this time to the term $\varepsilon^{2} \mathbb{B}_{m} \mathbb{B}_{m}{ }^{T}$, we can reach to:

$$
\Xi_{m}=\left[\begin{array}{ccc}
\mathbb{A}_{m}^{T} P_{m}+P_{m} \mathbb{A}_{m}-\varepsilon \mathbb{B}_{m} \mathbb{B}_{m}^{T} P_{m}-\varepsilon P_{m} \mathbb{B}_{m} \mathbb{B}_{m}^{T} & P_{m} \mathbb{B}_{m}+G_{m}^{T} K_{m}^{T} & \varepsilon \mathbb{B}_{m}  \tag{A55}\\
* & -I & 0 \\
* & 0 & -I
\end{array}\right]<0
$$

On the other hand, Assume that $\sigma\left(t_{k}\right)=m_{2}, \sigma\left(t_{k}^{-}\right)=m_{1}, \mu \geq$ 1 at switching instant $t_{k}$ :

$$
\begin{equation*}
V_{m_{2}}\left(t_{k}\right) \leq \mu V_{m_{2}}\left(t_{k}^{-}\right) \tag{A56}
\end{equation*}
$$

with respect to (A46) to (A50) and stability of the system, we assume $\lambda=-2 \max _{m} \lambda\left(\mathbb{A}_{m}+\mathbb{B}_{m} \mathbb{K}_{m}\right)$, thus:

$$
\begin{equation*}
\dot{V}_{\sigma(t)}(t) \leq \lambda V_{\sigma(t)}(t) \tag{A57}
\end{equation*}
$$

when $t \in\left[t_{k}, t_{k+1}\right)$, from (A57) we get to:

$$
\begin{equation*}
V_{\sigma(t)}(t) \leq e^{-\lambda\left(t-t_{k}\right)} V_{\sigma\left(t_{k}\right)}\left(t_{k}\right) \tag{A58}
\end{equation*}
$$

And from Definition 3, after $k$ times switching ( $k \leq \frac{t-t_{0}}{\tau_{a}}$ ), it can be concluded that:

$$
\begin{align*}
& V_{\sigma(t)}(t) \leq e^{-\lambda\left(t-t_{k}\right)} \mu V_{\sigma\left(t_{k}^{-}\right)}\left(t_{k}^{-}\right) \leq \ldots \\
\leq & e^{-\lambda\left(t-t_{0}\right)} \mu^{k} V_{\sigma\left(t_{0}\right)}\left(t_{0}\right) \leq e^{-\left(\lambda-\frac{\ln \mu}{\tau_{a}}\right)\left(t-t_{0}\right)} V_{\sigma\left(t_{0}\right)}\left(t_{0}\right) \tag{A59}
\end{align*}
$$

We define $R_{1}=\max _{m} \lambda\left(P_{m}\right), R_{2}=\min _{m} \lambda\left(P_{m}\right)$ thus:

$$
\begin{equation*}
V_{\sigma\left(t_{0}\right)}\left(t_{0}\right) \leq \tilde{x}^{T}\left(t_{0}\right) R_{1} \tilde{x}^{T}\left(t_{0}\right) \leq R_{1}\left\|\tilde{x}\left(t_{0}\right)\right\| \tag{A60}
\end{equation*}
$$

It is derived from (A59) and (A58) that:

$$
\begin{equation*}
\tilde{x}^{T}(t) R_{2} \tilde{x}(t) \leq V_{\sigma(t)}(t) \leq e^{-\left(\lambda-\frac{\operatorname{ln\mu }}{\tau_{a}}\right)\left(t-t_{0}\right)} R_{1}\left\|\tilde{x}\left(t_{0}\right)\right\| \tag{A61}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\|\tilde{x}(t)\| \leq e^{-\left(\lambda-\frac{l n \mu}{\tau_{a}}\right)\left(t-t_{0}\right)}\left(R_{1} / R_{2}\right)\left\|\tilde{x}\left(t_{0}\right)\right\| \tag{A62}
\end{equation*}
$$

So, this bound $\tau_{a}>\frac{\ln \mu}{\lambda}$ should be hold for ADT.

## References

[1] A. Dejamkhooy, and A. Ahmadpour,. "Torque ripple reduction of the position sensor-less switched reluctance motors applied in the electrical vehicles," J. Oper. Autom. Power Eng., 2022.
[2] A. Bagheri, A. Rabiee, S. Galavani, H. Yassami, and A. Moeini, "A Practical Approach for Coordinated Transmission Switching and OLTCs' Tap Adjustment: DIgSILENT-Based Improved PSO Algorithm,"J. Oper. Autom. Power Eng., vol. 9, no. 2, pp. 103-115, 2021.
[3] R. B. Anderson, J. A. Marshall, A. L'Afflitto , J. M. Dotterweich, "Model reference adaptive control of switched dynamical systems with applications to aerial robotics," J. Intell. Robot. Syst., vol. 100, pp. 1265-1281, 2020.
[4] H. Zhao, Y. Niu, T. Jia, "Security control of cyber-physical switched systems under round-robin protocol: input-to-state stability in probability," Inf. Sci., vol. 508, pp. 121-34, 2020.
[5] T. Niu, J. Zhai, H. Yin, E. Feng, C. Liu, Z. Xiu, "Multiobjective optimisation of nonlinear switched systems in uncoupled fed-batch fermentation," Int. J. Syst. Sci., vol. 51, no. 10, pp. 1798-813, 2020.
[6] S. Du, H. R. Karimi, J. Qiao, D. Wu, C. Feng, "Stability analysis for a class of discrete-time switched systems with partial unstable subsystems," IEEE Trans. Circuits Syst. II: Express Briefs., vol. 66, no. 12, pp. 2017-21, 2019.
[7] X. Zhang, L. Xiao, H. Li, "Robust control for switched systems with unmatched uncertainties based on switched robust integral sliding mode," IEEE Access., vol. 8, pp. 138396-138405, 2020.
[8] C. Briat, "L1× $\ell 1$-to-L1× $\ell 1$ analysis of linear positive impulsive systems with application to the $\mathrm{L} 1 \times \ell 1$-to-L1 $\times$ $\ell 1$ interval observation of linear impulsive and switched systems," Nonlinear Anal.: Hybrid Syst., vol. 34, pp. 1-17, 2019.
[9] D. Du, B. Jiang, P. Shi , S. Zhou " $H_{\infty}$ filtering of discrete-time switched Systems with state delays via switched
lyapunov function approach," IEEE Trans. Autom. Control, vol. 52, pp. 1520-1525, 2007.
[10] C. Bergeling , R. Pates, A. Rantzer, "H-infinity optimal control for systems with a bottleneck frequency," IEEE Trans. Autom. Control, vol. 66, no. 6, pp. 2732-2738, 2020.
[11] W. M. Haddad, V. Chellaboina, Q. Hui, Nonnegative and Compartmental Dynamical Systems. Princeton University Press, 2010
[12] L. Farina, S. Rinaldi, Positive Linear Systems: Theory and Applications. John Wiley \& Sons, 2000.
[13] M. Sheikholeslami, F. B. Sheykholeslami, S. Khoshhal, H. Mola-Abasia, D. D. Ganji, H. B. Rokni, "Effect of magnetic field on Cu -water nanofluid heat transfer using GMDH-type neural network," Neural Comput. Appl., vol. 25, pp. 171-178, 2014.
[14] M. Lv, B. De Schutter , W. Yu, S. Baldi, "Adaptive asymptotic tracking for a class of uncertain switched positive compartmental models with application to anesthesia," IEEE Trans. Syst. Man Cybern. Syst., vol. 51, no. 8, pp. 4936-4942, 2019.
[15] M. E. Valcher, I. Zorzan, "On the stabilizability of continuoustime compartmental switched systems," in proc. of the $C D C$, pp. 4246-4251, 2015.
[16] H. Shang, W. Qi, G. Zong, "Finite-time asynchronous control for positive discrete-time Markovian jump systems," IET Control Theory Applic., vol. 13, pp. 935-942, 2019.
[17] M. E. Valcher, I. Zorzan, "On the stabilizability of continuoustime compartmental switched systems," in proc. of the $C D C$, Osaka, Japan, 2015, pp. 4246-4251.
[18] Z. Abbasi, I. Zamani, A. H. Mehra, M. Shafieirad, A. Ibeas, "Optimal control design of impulsive SQEIAR epidemic models with application to COVID-19," Chaos, Solitons Fractals, vol. 139, p. 110054, 2020.
[19] M. Xiang, Z. Xiang, "Stability, L1-gain and control synthesis for positive switched systems with time-varying delay," Nonlinear Anal.: Hybrid Syst., vol. 9, pp. 9-17, 2013.
[20] M. Xiang, Z. Xiang "Observer design of switched positive systems with time-varying delays," Circuits Syst. Signal Process., vol. 32, pp. 2171-2184, 2013.
[21] X. Chen, M. Chen, J. Shen, "A novel approach to 11induced controller synthesis for positive systems with interval uncertainties," J. Franklin Inst., vol. 354, no. 8, pp. 3364-77, 2017.
[22] D. Krokavec, A. Filasová "H $\infty$ filter design for discrete-time linear positive systems," In 2019 IEEE $58^{\text {th }}$ Conf. Decision Control., pp. 2844-2849, 2019.
[23] J. Zhang, X. Zhao, R. Zhang, Y. Chen, "Improved controller design for uncertain positive systems and its extension to uncertain positive switched systems," Asian J. Control, vol. 20, no. 1, pp. 159-73, 2018.
[24] E. Fridman, Introduction to Time-delay Systems: Analysis and Control. Springer, 2014..
[25] S. Li, Z. Xiang, "Positivity, exponential stability and disturbance attenuation performance for singular switched positive systems with time-varying distributed delays," Appl. Math. Comput., vol. 372, p. 124981, 2020.
[26] Y. Liu, W. Tao, L. Lee, J. Lu, "Finite-time boundedness and L2-gain analysis for switched positive linear systems with multiple time delays," Int. J. Robust Nonlinear Control, vol. 27, no. 17, pp. 3508-23, 2017.
[27] S. Li, Z. Xiang, H. R. Karimi, "Stability and L1-gain controller design for positive switched systems with mixed time-varying delays," Appl. Math. Comput., vol. 222, pp. 507-18, 2013.
[28] M. Abu-Khalaf , J. Huang, F. L. Lewis, Nonlinear H2/H Constrained Feedback Control: A Practical Design Approach Using Neural Networks, Springer, London, 2006.
[29] Z. Liu, X. Zhang, X. Lu, Q. Liu, "Stabilization of positive switched delay systems with all modes unstable," Nonlinear

Anal.: Hybrid Syst., vol. 29, pp. 110-20, 2018.
[30] A. F. Ansari, K. Benidis, R. Kurle, A. C. Turkmen, H. Soh, A. J. Smola, B. Wang, T. Januschowski, "Deep Explicit Duration Switching Models for Time Series," Adv. Neural Int. Process. Syst., vol. 34, pp. 29949-61, 2021.
[31] X. Zhao, L. Zhang, P. Shi, M. Liu, "Stability of switched positive linear systems with average dwell time switching," Automatica, vol. 48, no. 6, pp. 1132-7, 2012
[32] J. Zhang, X. Zhao, F. Zhu, Z. Han, "L1/ $\ell 1$-gain analysis and synthesis of markovian jump positive systems with time delay," ISA trans., vol. 63, pp. 93-102, 2016.
[33] K. Volyanskyy, W. M. Haddad, J. M. Bailey, "Adaptive disturbance rejection control for compartmental systems with application to intraoperative anesthesia influenced by hemorrhage and hemodilution effects," Int. J. Adapt. Control Signal Process., vol. 23, no. 1, pp. 1-29, 2009.
[34] I. Zaidi, M. Chaabane, F. Tadeo, A. Benzaouia, "Static state-feedback controller and observer design for interval positive systems with time delay," IEEE Trans. Circuits Syst. II: Express Briefs, vol. 62, no 5, pp. 506-10, 2014.
[35] H. Liu, Y. Shen, X. Zhao, "Delay-dependent observer-based $\mathrm{H} \infty$ finite-time control for switched systems with timevarying delay," Nonlinear Anal.: Hybrid Syst., vol. 6, no. 3, pp. 885-98, 2012.
[36] H. He, X. Gao,W. Qi, "Observer-based sliding mode control for switched positive nonlinear systems with asynchronous switching," Nonlinear Dynamics, vol. 93, pp. 2433-2444, 2018.
[37] M. S. Sadabadi, D. Peaucelle, "From static output feedback to structured robust static output feedback: A survey," Annu. Rev. Control, vol. 42, pp. 11-26, 2016.
[38] J. Zhang, R. Zhang, X. Cai, X. Jia, "A novel approach to control synthesis of positive switched systems," IET Control Theory Appl., vol. 11, pp. 3396-33403, 2017.
[39] M. J. Hu, Y.W. Wang, J. W. Xiao, "Positive observer design for linear impulsive positive systems with interval uncertainties and time delay," Int. J. Control, Autom. Syst., vol. 15, pp. 1032-1039, 2017.
[40] D. Yang, X. Li, J. Qiu, " Output tracking control of delayed switched systems via state-dependent switching and dynamic output feedback," Nonlinear Anal.: Hybrid Syst., vol. 1, no. 32, pp. 294-305, 2019.
[41] J. Liu, J. Lian, Y. Zhuang, "Output feedback L1 finite-time control of switched positive delayed systems with MDADT," Nonlinear Anal.: Hybrid Syst. vol. 15, pp. 11-22, 2015.
[42] A. Berman, M. Neumann, R. J. Plemmons, R. J. Stern, Nonnegative Matrices in Dynamic Systems. WileyInterscience, 1989.
[43] Z. Shu, J. Lam, H. Gao, B. Du, L. Wu, "Positive observers and dynamic output-feedback controllers for interval positive linear systems ""EEE Trans. Circuits Syst. I, vol. 55, no. 10, pp. 3209-22.2008.
[44] J. J. DISTEFANO III, M. Jang, T. K. Malone, M. Broutman "Comprehensive kinetics of triiodothyronine production, distribution, and metabolism in blood and tissue pools of the rat using optimized blood-sampling protocols," Endocrinology, vol. 110, no. 1, pp. 198-213, 1982.
[45] W. M. Haddad, T. Hayakawa, H. M. Bailey, "Adaptive control for non-negative and compartmental dynamical systems with applications to general anesthesia," Int. J. Adapt. Contr. Signal Processing, vol. 17, no. 3, pp. 2093-5, 2003.
[46] V. Chellaboina, W. M. Haddad, J. Ramakrishnan, J. M. Bailey "On monotonicity of solutions of nonnegative and compartmental dynamical systems with time delays," in Proc. of the Conf. Decis. Control, Maui, HI, USA, 2003, vol. 4, pp. 4008-4013.
[47] W. M. Haddad, V. Chellaboina, Q. Hui, Nonnegative and Compartmental Dynamical Systems, Princeton University Press, 2010.
[48] K. Volyanskyy, W. M. Haddad, J. M. Bailey, "Adaptive disturbance rejection control for compartmental systems with application to intraoperative anesthesia influenced by hemorrhage and hemodilution effects," Int. J. Adapt. Contr. Signal Process., vol. 23, no. 1, pp. 1-29, 2009.
[49] J. Liu, N. Li, Z. Li, "Controller synthesis for switched positive linear systems by output feedback," Int. J. Syst. Sci., vol. 49, pp. 3261-3271, 2018.


[^0]:    Received: 14 May 2022
    Revised: 15 Nov. 2022
    Accepted: 11 Feb. 2023

    * Corresponding author:

    E-mail: m.shafieirad@kashanu.ac.ir (M. Shafieirad)
    DOI: 10.22098/JOAPE.2023.10799.1788
    Research Paper
    (c) 2023 University of Mohaghegh Ardabili. All rights reserved

