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Abstract— The high cost and complexity of using sensors for controlling processes have led to the development of observer techniques
that aim to estimate system states without the need for sensors. These techniques reduce system complexity and can potentially reduce
product and maintenance costs. In this paper, we present an interconnected high gain observer (IHGO) that estimates the electromagnetic
torque, speed, and position of a doubly fed induction generator-based wind turbine (DFIG-WT) using only voltage, current, and wind
speed measurements. The IHGO is designed to be robust to parameter uncertainties and its stability is assessed using Lyapunov theory.
To guarantee finite time convergence, a Super Twisting-based High Order Sliding Mode (ST-HOSM) controller is used for direct torque
control. The ST-HOSM is a simple algorithm that maintains the sliding mode characteristics, provides robustness against disturbance, and
reduces the chattering phenomenon. The controller and observer are designed in the αβ frame to avoid the use of a phase-locked loop
(PLL). Simulation results confirmed the effectiveness of the proposed control strategy under parameter uncertainties, power and speed
variations, grid voltage dip and current sensor noise.
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NOMENCLATURE

Ωa,Ωm Turbine and rotor speed (rpm).
ωs, ωm Stator and generator angular speed (rad/s).
g Slip (%).
Ls, Lr, Lm Stator, rotor and mutual inductances (H).
Rs, Rr Stator and rotor resistances (Ω).
σ Leakage coefficient σ = 1− Lm2/LsLr
vsα, vsβ , vrα, vrβ Stator and rotor αβ frame voltages (V).
isα, isβ , irα, irβ Stator and rotor αβ frame currents (A).
Pm, Ps, Qs Mechanical (W), stator active (W) and reactive

power (VARW).
Cp Power coefficient
G Gearbox ratio
ρ Air density (kg/m3)
R Radius of the blade (m)
Ta, Tem, Tm Aerodynamic, electromagnetic and mechanical

torque (N.m).
fv Friction coefficient (Nm.s/rad).
J Inertia of the rotating part (kg.m2).
Vw Wind speed (m/s).
λ Speed ratio.
p Pole pairs.
Tem

∗, Qs
∗ Electromagnetic torque and reactive power
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β Angle of the blade (◦).
Vs Grid voltage (V).
f Grid frequency (Hz).

1. INTRODUCTION

According to the World Wind Energy Association, wind power
plants globally have installed a capacity of 744 GW, of which 707
GW was supplied by onshore plants in 2020. This energy can
meet 7% of the global demand for electricity [1]. Wind power is
the fastest-growing source of renewable energy, and manufacturers
are aiming to increase wind energy conversion system (WECS)
production capacity. One wind turbine can produce 7.2 MW
[2], while an offshore installation can generate 15 MW [3].
The generator is a key part of the WECS, and due to its
several advantages, the doubly fed induction generator (DFIG)
is a commonly used machine for generating wind energy. Its
converter receives approximately 25 to 30 percent of the generator’s
entire rated power, which helps to reduce cost and power loss.
However, the DFIG-based wind turbine (DFIG-WT) is a dynamic
and complex system, and control research issues is a relevant
investment for this wind energy system [4].

Vector control (VC) is a common control strategy used
for induction machines [5]. However, it is strongly sensitive
to parameter variations and uncertainties. Direct torque control
(DTC) and direct power control (DPC) are popular alternative
control schemes for induction machines [6, 7]. Robustness and
a simple control scheme are attractive characteristics of these
control methods. Regardless of their performance, the DTC/DPC
techniques suffer from torque and power ripples due to converter
switching frequency variations [8, 9]. Therefore, integrating
nonlinear control algorithms result in a more robust control scheme
[10].

High order sliding mode (HOSM) control is a popular nonlinear
control method that has been extensively studied in recent years.
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HOSM controllers have been designed and implemented in various
control applications due to their robustness, fast convergence,
and reduced chattering compared to classical sliding mode (SM)
controllers [11]. One of the most commonly used HOSM
controllers is the second-order sliding mode (SOSM) controller. It
has been applied to control different systems, such as electrical
machines [12], power converters [13], and robotics [14]. However,
SOSM control requires the computation of higher-order derivatives
of the sliding surface, which may lead to numerical problems and
difficulties in practical implementation.

To overcome these issues, the super twisting algorithm (STA)
was proposed as an alternative HOSM controller that eliminates the
need for computing higher-order derivatives of the sliding surface
[15]. The STA has been applied to control different systems,
including wind turbines [16], electric vehicles [17], and power
converters [18]. Several studies have compared the performance
of SM controllers, including SOSM and STA. In [19], an HOSM
controller based on the SOSM and STA was designed for the
control of a DC-DC converter. The simulation results showed
that the STA-based controller had better performance in terms
of convergence speed and chattering reduction compared to the
SOSM-based controller. Another study compared the performance
of SM and STA controllers for systems with stable actuators. The
aim of the comparison is to analyze the chattering parameters,
which refer to the amplitude and frequency of fast oscillations
produced by the controllers, as well as the average power needed
to maintain the system in real sliding modes. SM controller
produces greater amplitude of oscillations and requires more
average power compared to the STA [20]. The Super Twisting
controller is more robust against parameter variations and reduces
the chattering phenomenon, leading to improved performance in
terms of tracking error, time response, and robustness [21, 22].

It is necessary to have a full understanding of the process
under study before creating control schemes. In fact, not all
of the variables used to define the system states are subject to
direct measurement. To estimate the unmeasured variables from
the measured ones, numerous observation approaches have been
proposed. In an industrial application, an observer can afford the
option to optimize the number and cost of sensors. In recent
decades, there has been widespread interest in synthesizing and
investigating observation methods, especially in drive machines
[23]. Estimation of fluxes and torques are common techniques
assessed by researchers, in addition to position and speed estimation
[24, 25]. Model reference adaptive systems (MRASs) [26, 27],
linear observers [28–30], and nonlinear observers [31–33] are
examples of these methods. Despite the effectiveness of MRAS
and its huge application in machine drives, this observer suffers
from parameter variation sensitivity and low-speed inaccuracy.
The linear observer has almost the same disadvantages. On the
other hand, the nonlinear observer has received much attention
in recent years as a result of advancements in power electronic
devices. We can cite classical and extended Kalman filters [34, 35],
extended Luenberger observers [36], H∞ observers [37], sliding
mode observers [38], hybrid observers [39], and the interconnected
high gain observer (IHGO) [40, 41]. The IHGO presents a
highly promising alternative to conventional linear observers due
to its remarkable robustness against disturbances and parameter
uncertainties, making it an exceptionally dependable and reliable
solution for control systems in various industrial applications [42].
The IHGO can also improve the overall performance of the control
system by accurately estimating the system states. This is especially
important in power system applications, where accurate control is
essential for efficient power generation [43]. Additionally, IHGO
is less sensitive to the system model than other observers, such
as the Luenberger observer and the Kalman, it is more resilient
to model uncertainty [44]. In terms of computational complexity,
this observer is relatively complex, but this can be mitigated by
using a decentralized design. In [40], IHGO was compared to an
adaptive observer, and the results showed that it exhibits adaptive

  

Fig. 1. WECS stages

performance in terms of robustness, system stability and response
time. In another study [45], the same observer was applied to
estimate the speed of the generator. Generally, the IHGO used to
estimate the position speed, load torque, stator resistance or flux
[46–50].

The present paper proposes a sensorless ST-HOSM for direct
electromagnetic torque and reactive power control schemes
implemented in a stationary reference frame for grid-connected
DFIG-WT. The main contribution of this work was to design an
IHGO capable of estimating the rotor speed and electromagnetic
torque utilizing voltage, current and wind speed measurements.
This strategy leads to a reduction in the cost and complexity of
hardware installation by eliminating speed and torque sensors. The
stability of the observer was assessed by using Lyapunov theory to
demonstrate the conditions in which the exponential convergence
is verified. The proposed control scheme was investigated under
parameter uncertainties and grid disturbances to test its performance
and effectiveness. Furthermore, the stability of the observer has
been highlighted in parameter uncertainties, followed by the
stability of the proposed control strategy for system internal and
external faults.

The remainder of this paper is organized as follows: Section
2 presents the turbine and generator dynamic models in the
stationary reference frame. Section 3 is dedicated to the synthesis
of control laws based on the super twisting algorithm. The design
of the observers is presented in section 4. In Section 5, the
performance of the proposed scheme is assessed through several
computer simulations. The final section serves as a conclusion.

2. WIND ENERGY CONVERSION SYSTEM MODELING

The overall parts of WECS are basically three: aerodynamic,
mechanical and electrical parts (Fig. 1).

2.1. Aerodynamic and mechanical model
In a wind turbine system, kinetic energy from the wind is

converted into mechanical energy by the turbine blades. The wind
is responsible for blade rotation, and this rotation will in turn spin
a shaft connected to a generator [21, 51]. The system mechanical
equation that describes the dynamics applied to the shaft of the
generator is as follows (Fig. 2):

JΩ̇m = Tem − Tm − fvΩm (1)

The power transmitted from the wind turbine blades to the
mechanical shaft is known as the generator power, and it is
proportional to the aerodynamic power generated by the wind.
[21, 51]:

Pm = 0.5 ρ πR2Cp (λ, β)V 3
w/G (2)

The power coefficient Cp is a nonlinear function that depends on
the pitch angle β and tip speed ratio λ where: λ = ΩaR/Vw
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Fig. 2. Block scheme of the variable speed wind turbine model

The generator torque applied on the shaft can be expressed as
follows:

Tm = 0.5 ρ πR3Cp (λ, β)V 2
w/(Gλ) (3)

2.2. DFIG model
The rotor side dynamic model of the grid-connected DFIG

based on the stationary reference frame is represented by[52]:



˙lrα = (−RrLsirα − ωmLsLrirβ + LmRsisα
−ωmLsLmisβ + Lsvrα − Lmvsα)/LrLsσ

˙lrβ = (ωmLsLrirα −RrLsirβ + ωmLsLmisα
+LmRsisβ + Lsvrβ − Lmvsβ)/LrLsσ

˙lsα = (RrLmirα + ωmLmLrirβ − LrRsisα
+ωmLm

2isβ − Lmvrα + Lrvsα)/LrLsσ
˙lsβ = (−ωmLmLrirα +RrLmirβ − ωmLm2isα
−LrRsisβ − Lmvrβ + Lrvsβ)/LrLsσ

(4)

where vsαβ , vrαβ , isαβ and irαβ are the stator and rotor voltage
and current, respectively, in the stationary frame. Rs and Rr are
the stator and rotor resistances, respectively. Ls, Lr and Lm are
the stator, rotor and mutual inductances, respectively. ωs and ωm
are the stator and generator angular speeds ωm = pΩm.

The stator active power, reactive power and electromagnetic
torque in the stationary reference frame are stated by [53]:

Ps = 1.5 (vsαisα + vsβisβ)

Qs = 1.5 (vsβisα − vsαisβ)

Tem = 1.5Lm(isβirα − isαirβ)

(5)

3. INTERCONNECTED HIGH GAIN OBSERVER

To design an Interconnected High Gain Observer, the plant
dynamics must be modeled and linearized around the operating
point to form the state-space equations.

3.1. Observer design
The DFIG-WT model can be divided into two interrelated

subsystems as shown below:
˙lrα = (−RrLsirα − pΩmLsLrirβ + LmRsisα − pΩmLs

Lmisβ + Lsvrα − Lmvsα)/LrLsσ

Ω̇m = −fvΩm/J + Tem/J − 0.5ρπR3Cp (λ, β)V 2
w/(JGλ)

(6)



˙lrβ = (ωmLsLrirα − RrLsirβ + ωmLsLmisα + LmRsisβ

+Lsvrβ − Lmvsβ)/LrLsσ

Ṫem = 1.5pLm
LrLsσ



− (RrLs+RsLr)
1.5pLm

Tem −
(
Lm

2 + LsLr
)

pΩm (irβisβ + irαisα)− LsLmpΩm(
isβ

2 + isα
2
)
− LmLrpΩm

(
irα

2 + irβ
2
)
+

Lm (vsβisα + vrαirβ − vrβirα − vsαisβ)+

Ls (vrαisβ − vrβisα) + Lr (vsβirα − vsαirβ)


(7)

with: Ṫem = 1.5 pLm
(

˙lsβirα + isβ ˙lrα − ˙lsαirβ − isα ˙lrβ
)

The two subsystems (6) and (7) can be represented in compact
form as follows:{

Ẋ1 = A1X1 + g1(u, y,X2, X1, V )

y1 = CX1
(8)

{
Ẋ2 = A2X2 + g2(u, y,X1, X2, isα, isβ)

y2 = CX2
(9)

where X1 =

[
x1
x3

]
=

[
irα
Ωm

]
; X2 =

[
x2
x4

]
=

[
irβ
Tem

]
are the

states, u = [u1, u2, u3, u4]T = [vrα, vrβ , vsα, vsβ ]T the inputs,

and y =

[
y1
y2

]
=

[
irα
irβ

]
the outputs of the DFIG-WT.

A1 =

(
−Rr/(Lrσ) 0

0 −fv/J

)
; C =

(
1 0

)
A2 =

(
−Rr/(Lrσ) 0

0 − (RrLs +RsLr) /(LrLsσ)

)

g1 =

(− px3LsLrx2 + LmRsisα − px3LsLmisβ + Lsu1

−Lmu3

)
/(LrLsσ)x4/J − 0.5ρπR2CpV

3/(JGx3)



g2 =



(
px3LsLrx1 + px3LsLmisα + LmRsisβ + Lsu2

−Lmu4

)
/(LrLsσ)

1.5pLm
LrLsσ


−
(
Lm

2 + LsLr
)
px3 (x2isβ + x1isα)

−LsLmpx3
(
isβ

2 + isα
2
)
− LmLrpx3(

x1
2 + x2

2
)

+ Lm
(
u4isα + u1x2

−u2x1 − u3isβ
)

+ Ls (u1isβ − u2isα)
+Lr (u4x1 − u3x2)




On the basis of the measurement of rotor and stator current, rotor
and stator voltage, and wind speed (see Fig. 4), we sought to design
two interconnected observers for subsystems (8) and (9) to estimate
the rotor speed and the electromagnetic torque. Some necessary
properties have been supposed before synthesizing observers.
Remark 1: We assume that Cp(λ, β) is known and provided by
the manufacturer (Fig. 3) and that ωs is also known and supposed
to be constant.
Assumption 1:

– (u, y,X2, V ) and (u, y,X1, isα, isβ) are known signals for
subsystems (8) and (9), respectively.

– (u, y,X2, V ) and (u, y,X1, isα, isβ) are bounded and
regularly persistent inputs for subsystems (8) and (9),
respectively.

– g1 is globally Lipschitz with respect to X2 uniformly with
respect to (u, y, V )

– g2 is globally Lipschitz with respect to X1 uniformly with
respect to (u, y, isα, isβ)

Then, assuming that the above assumption is verified, the IHGOs
for subsystems (8) and (9) are given by:{

˙̂
X1 = A1X̂1 + ĝ1

(
u, y, X̂2, X̂1, V

)
+ S−1

α1C
TC(X1 − X̂1)

ŷ1 = CX̂1

(10){
˙̂
X2 = A2X̂2 + ĝ2

(
u, y, X̂1, X̂2, isα, isβ

)
+ S−1

α2 C
TC(X2 − X̂2)

ŷ2 = CX̂2

(11)

where X̂1 =

[
x̂1
x̂3

]
is the estimated vector of X1 and X̂2 =

[
x̂2
x̂4

]
is the estimated vector of X2 ĝ1 is the estimated function of g1,
and ĝ2 is the estimated function of g2.
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Fig. 3. Power coefficient curve

The solution of the following Lyapunov algebraic equation is
the symmetric positive definite matrix Sαi , and αi is a positive
constant:

˙Sαi = αiSαi +ATi Sαi + SαiAi − C
TC; i ∈ {1, 2}

Remark 2: It is worth noting that Sα1 and Sα2 are bounded
for sufficiently large α1 and α2 due to the persistence of inputs
considered in Assumption 1.

3.2. Stability study of the IHGO under parameter uncer-
tainties
A stability analysis based on Lyapunov theory is presented to

demonstrate the state convergence of the proposed observer.
Consider the errors: {

e1 = X1 − X̂1

e2 = X2 − X̂2
(12)

Then, we have: {
ė1 = Ẋ1 − ˙̂

X1

ė2 = Ẋ2 − ˙̂
X2{

ė1 = (A1 − S
−1
α1C

TC) e1 + g1 − ĝ1
ė2 = (A2 − S

−1
α2C

TC) e2 + g2 − ĝ2
(13)

Equation (13) with parameter uncertainties in the DFIG-WT was
next considered:{

ė1 = (A1 − S
−1
α1C

TC)e1 + g1 − ĝ1 + ∆A1X1 + ∆g1
ė2 = (A2 − S

−1
α2C

TC)e2 + g2 − ĝ2 + ∆A2X2 + ∆g2
(14)

where the terms ∆A1, ∆A2, ∆g1 and ∆g2 represent the uncertain
terms of A1, A2, g1 and g2, respectively.
Assumption 2:

The uncertain terms satisfy the following inequalities:
‖∆A1‖ ≤ µ1, ‖∆A2‖ ≤ µ2, ‖∆g1‖ ≤ µ3 and ‖∆g2‖ ≤ µ4 with
µi > 0, for i ∈ {1, 2, 3, 4}.

This assumption is supported by the fact that the machine
parameters are known with a certain degree of precision and are
bound, as well as the fact that the machine states are bounded.

Theorem 1. Subsystems (10) and (11) are exponential observers
for subsystems (8) and (9), respectively, for appropriate choices of
α1 and α2.

Proof. Let us define V = V1 + V2 as a Lyapunov function. where
V1 and V2 are the Lyapunov functions for subsystems (10) and
(11), respectively, where V1 = e1

TSα1e1 and V2 = e2
TSα2e2, so:

V = e1
TSα1e1 + e2

TSα2e2 (15)

V̇ = ˙e1TSα1e1 + e1
T ˙Sα1e1 + e1

TSα1ė1 + ˙e2TSα2e2

+ e2
T ˙Sα2e2 + e2

TSα2ė2 (16)

V̇ =
((
A1 − S−1

α1
CTC

)
e1 + g1 − ĝ1 + ∆A1X1 + ∆g1

)T
Sα1e1

+ e1
TSα1

((
A1 − S−1

α1
CTC

)
e1 + g1 − ĝ1 + ∆A1X1 + ∆g1

)
+

((
A2 − S−1

α2
CTC

)
e2 + g2 − ĝ2 + ∆A2X2 + ∆g2

)T
Sα2e2

+ e2
TSα2

((
A2 − S−1

α2
CTC

)
e2 + g2 − ĝ2 + ∆A2X2 + ∆g2

)

V̇ = 2e1
TSα1

(
A1 − S−1

α1
CTC

)
e1 + 2e1

TSα1

(
g1 − ĝ1+

∆A1X1 + ∆g1
)

+ 2e2
TSα2

(
A2 − S−1

α2
CTC

)
e2 + 2e2

TSα2(
g2 − ĝ2 + ∆A2X2 + ∆g2

)
V̇ = 2e1

T
(
Sα1A1 − CTC

)
e1 + 2e1

TSα1

(
g1 − ĝ1 + ∆A1X1 + ∆g1

)
+ 2e2

T
(
Sα2

A2 − CTC
)
e2 + 2e2

TSα2
(g2 − ĝ2 + ∆A2X2 + ∆g2)

V̇ = e1
T
(
−α1Sα1 + CTC − 2CTC

)
e1 + 2e1

TSα1

(
g1 − ĝ1+

∆A1X1 + ∆g1
)

+ e2
T
(
−α2Sα2 + CTC − 2CTC

)
e2+

2e2
TSα2 (g2 − ĝ2 + ∆A2X2 + ∆g2)

V̇ = −e1T
(
α1Sα1

+ CTC
)
e1 + 2e1

TSα1

(
g1 − ĝ1 + ∆A1X1 + ∆g1

)
− e2T

(
α2Sα2 + CTC

)
e2 + 2e2

TSα2 (g2 − ĝ2 + ∆A2X2 + ∆g2)

V̇ = −α1V1 − e1TCTCe1 + 2e1
TSα1 (g1 − ĝ1 + ∆A1X1 + ∆g1)

− α2V2 − e2TCTCe2 + 2e2
TSα2 (g2 − ĝ2 + ∆A2X2 + ∆g2) (17)

Using Assumption 1, we have:
kmin (Sα1) ≤ ‖Sα1‖ ≤ kmax (Sα1) ; lmin (Sα2) ≤ ‖Sα2‖ ≤ lmax (Sα2)

‖g1 − ĝ1‖ ≤ γ1 ‖e1‖ ; ‖g2 − ĝ2‖ ≤ γ2 ‖e2‖

‖X1‖ ≤ γ3 ; ‖X2‖ ≤ γ4
(18)

kmin, lmin, kmax and lmax are the minimal and maximal
eigenvalues Sα1 and Sα2 , respectively. γi, i ∈ {1, 2, 3, 4} is a
positive constant.

Along with CTC > 0, we can write:

V̇ ≤ −α1V1 + 2 ‖e1‖ ‖Sα1‖ ‖g1 − ĝ1 + ∆A1X1 + ∆g1‖ − α2V2

+ 2 ‖e1‖ ‖Sα2‖ ‖g2 − ĝ2 + ∆A2X2 + ∆g2‖

V̇ ≤ −α1V1 + 2γ1‖Sα1‖ ‖e1‖
2 + 2µ1γ3 ‖Sα1‖ ‖e1‖+ 2µ3 ‖Sα1‖

‖e1‖ − α2V2 + 2γ2‖Sα2‖ ‖e2‖
2 + 2µ2γ4 ‖Sα2‖ ‖e2‖+ 2µ4 ‖Sα2‖ ‖e2‖

V̇ ≤ (2γ1 − α1)V1 + 2 (µ1γ3 + µ3) kmax (Sα1) ‖e1‖+

(2γ2 − α2)V2 + 2 (µ2γ4 + µ4) lmax(Sα2) ‖e2‖ (19)

Consider now that:{
kmin (Sα1) ≤ ‖Sα1‖ ≤ kmax (Sα1)

lmin (Sα2) ≤ ‖Sα2‖ ≤ lmax (Sα2)

⇒

{
kmin (Sα1) ‖e1‖2 ≤ ‖Sα1‖ ‖e1‖

2 ≤ kmax (Sα1) ‖e1‖2

lmin (Sα2) ‖e2‖2 ≤ ‖Sα2‖ ‖e2‖
2 ≤ lmax (Sα2) ‖e2‖2

⇒


√
kmin (Sα1) ‖e1‖ ≤

√
V1 ≤

√
kmax (Sα1) ‖e1‖√

lmin (Sα2) ‖e2‖ ≤
√
V2 ≤

√
lmax (Sα2) ‖e2‖



Journal of Operation and Automation in Power Engineering, vol. X, no. X, XXXX (Proofed) 5

⇒


‖e1‖ ≤ 1√

kmin(Sα1)

√
V1

‖e2‖ ≤ 1√
lmin(Sα2)

√
V2

(20)

Substituting (20) into (19):

V̇ ≤ − ( α1 − 2γ1)V1 + 2 (µ1γ3 + µ3)
kmax (Sα1)√
kmin (Sα1)

√
V1

− (α2 − 2γ2)V2 + 2 (µ2γ4 + µ4)
lmax (Sα2)√
lmin (Sα2)

√
V2

V̇ ≤ − ( α1 − ϑ1)V1 − (α2 − ϑ2)V2 + ϑ3

√
V 1 + ϑ4

√
V2

(21)

with:

ϑ1 = 2γ1; ϑ2 = 2γ2; ϑ3 = 2 (µ1γ3 + µ3)
kmax (Sα1)√
kmin (Sα1)

;

ϑ4 = 2 (µ2γ4 + µ4)
lmax (Sα2)√
lmin (Sα2)

We pose: {
ε1 = min {α1 − ϑ1, α2 − ϑ2}
ε2 = max {ϑ3, ϑ4}

where α1 > ϑ1; α1 > ϑ1 and using:
√
V1 +

√
V 2 ≤

√
V

Equation (21) becomes:

V̇ ≤ −ε1V + ε2
√
V

Thus, we have two cases:
1) The parameters of the machine are known (ε2 = 0), so we

need just to choose: α1 > ϑ1; α1 > ϑ1

2) The parameters of the machine with uncertainties (ε2 6= 0),
in this case, mean that:

V̇ ≤ − (1− ε) ε1V − ε ε1V + ε2
√
V , 0 < ε < 1

⇒V̇ ≤ − (1− ε) ε1V ∀ ‖e‖ ≥ ε2
ε ε1

Therefore, it is required that the estimation error be always
‖e‖ ≥ ε2

ε ε1
, and this condition can be reached by adjusting ε1.

4. HIGH-ORDER SLIDING MODE CONTROL DESIGN

In this section, we present the super twisting-based HOSM
(ST-HOSM) for the control of DFIG-WT in the stationary frame;
the super twisting algorithm is used here to overcome the issue of
chattering.

The objective of this control design was to control the
electromagnetic torque and reactive power. Therefore, the sliding
surfaces are chosen as follows:

S =

[
S1

S2

]
=

[
Tem

∗ − Tem
Qs
∗ −Qs

]
(22)

When the system states attain and remain on the sliding surface,
S = Ṡ = 0.

Its derivative is written as [54]:

Ṡ =

[
−Ṫem
−Q̇s

]
(23)

The relation between the electromagnetic torque and the stator
active power can be represented by [53]:

Tem =
p

ωs
Ps (24)

Then:

Ṡ =

[
−1.5(p/ωs)(vsα ˙lsα + ˙vsαisα + vsβ ˙lsβ + ˙vsβisβ)

−1.5
(

˙vsβisα + vsβ ˙lsα − ˙vsαisβ − ˙vsαisβ
) ]

(25)

with: ˙vsα=ωsvsβ ; ˙vsβ=−ωsvsα

Ṡ =
1.5Lm
LrLsσ

[
(p/ωs)vsα (p/ωs)vsβ

vsβ −vsα

] [
vrα
vrβ

]

− 1.5p

Lsσωs

[
1 1
0 0

] [
vsα

2

vsβ
2

]
− 1.5Lm
LrLsσ

(p/ωs)Lm(Rrvsα − pΩmLrvsβ) (p/ωs)Lm(Rrvsβ + pΩmLrvsα)

Lm(pΩmLrvsα + Rrvsβ) Lm(pΩmLrvsβ − Rrvsα)


irα
irβ



−
1

LrLsσ

 −RsLr
(
LrLsσp − Ωmp

2Lm
2ωs

)
(
ΩmLm

2ωs − LrLsσωs
2/p

)
−RsLr


Tem
Qs


(26)

Equation (10) can be rewritten in canonical form:

Ṡ = GV + F (27)

where

G =
1.5Lm
LrLsσ

[
(p/ωs) vsα (p/ωs) vsβ

vsβ −vsα

]
; V =

[
vrα
vrβ

]

F = − 1.5p

Lsσωs

[
1 1
0 0

] [
vsα

2

vsβ
2

]
− 1.5Lm
LrLsσ

(p/ωs)Lm(Rrvsα − pΩmLrvsβ) (p/ωs)Lm(Rrvsβ + pΩmLrvsα)

Lm(pΩmLrvsα + Rrvsβ) Lm(pΩmLrvsβ − Rrvsα)


irα
irβ



−
1

LrLsσ

 −RsLr
(
LrLsσp − Ωmp

2Lm
2ωs

)
(
ΩmLm

2ωs − LrLsσωs
2/p

)
−RsLr


Tem
Qs



The control law is defined as:

V = Ve + Vs (28)

Ve represents the equivalent control, and it can be obtained from:

Ṡ = 0 ⇒V = −G−1F

Vs is the switching control obtained from the super twisting
algorithm [21], [54]:

Ve = −G−1

[∫
A1sign (S1) +B1|S1|1/2sign (S1)∫
A2sign (S2) +B2|S2|1/2sign (S2)

]
(29)

The corresponding sufficient conditions for finite-time convergence
to the sliding manifold are:

B1 > φ1
Γm1

; A1
2 ≥ 4 φ1 ΓM1 (B1+ φ1)

Γm1
3(B1−φ1)

B2 > φ2
Γm2

; A2
2 ≥ 4 φ2 ΓM2 (B2+ φ2)

Γm2
3(B2−φ2)

with: {
|G1| < φ1 ; 0 < Γm1 ≤ F1 ≤ ΓM1

|G2| < φ2 ; 0 < Γm2 ≤ F2 ≤ ΓM2

where Γm1, Γm2, ΓM1, ΓM2, φ1 and φ2 are positive constants.
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Fig. 4. Configuration of the simulated power system

5. SIMULATION RESULTS AND DISCUSSION

Simulations were conducted to illustrate the effectiveness of the
proposed observer and control strategy for a connected DFIG-WT.
The wind power generator shown in Fig. 4 was connected to a
three-phase system with a voltage of 690 Vrms and a frequency
of 50 Hz. The system’s main parameter values are listed in Table
1 [55]. Table 2 displays the control parameters of the proposed
ST-HOSM and observer. The observer’s gains were selected to
ensure faster convergence than the controller. The simulation time
step was set to 5 µs, and the switching frequency of the proposed
control strategy was fixed at 4 kHz. The performance of the
proposed strategy is investigated by considering two cases:
Case 1: open loop system
• Verify the observer without the controller

Case 2: controller associated with the observer
• Scenario 1: normal conditions
• Scenario 2: active power variation and speed variation
• Scenario 3: power grid terminal voltage drop fault
• Scenario 4: robustness test
• Scenario 5: rotor current sensor fault

5.1. Case 1: open loop system
First, the DFIG-WT was excited through the rotor voltage (Vr

= 50 V) to test the IHGO (Fig. 5) without the controller (open
loop system).

The initial state conditions are set as follows:
DFIG-WT:

X1(0) = [36.164 A; 157.58 rad/s]T ,

X2 (0) = [−622.87 A;−3247.575 N.m]T

IHGO:

X̂1(0) = [200 A; 140 rad/s]T , X̂2(0) = [−1400 A;−5000N.m]T

The wind profile used for simulation is presented in Fig. 6
during 10 s.

Both observers were given equal gains. In order to demonstrate
the performance of the observer, we examined three different
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Fig. 5. Speed and electromagnetic torque IHGOs
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Table 1. Turbine and generator parameters

Generator parameter Value Turbine parameter Value

Prated 2MW R 42m

Rs 0.026Ω ρ 1.225kg/m3

Rr 0.029Ω G 100

Ls 0.026H J 90kg.m2

Lr 0.026 H fv 10−3

Lm 0.025H

Vs 690V

f 50Hz

Vbus 1150V

p 2

Table 2. Turbine and generator parameters

Observer Gains Controller Gains

α1 = α2 = 10000 A1 = 106;B1 = 107;A2 = 4 ∗ 106;B2 = 107

values for the observer gain. The tracking curves of the measured
and estimated values of the rotor current in the α-axis and β-axis,
as well as the speed, angle, and electromagnetic torque, are
presented in Figures 7 and 8. As depicted, the convergence time is
highly dependent on the observer gain, with a small convergence
time indicating a larger gain. However, an excessively large gain
may result in highly sensitive and noisy estimations.

5.2. Case 2: controller associated with the observer
Several numerical simulations were conducted to evaluate the

performance of the controller and observer. Specifically, the wind
speed profile was maintained consistently across all simulation
runs in order to ensure a fair and consistent comparison of the
controller’s performance (see Figure 6).
• Scenario 1: normal conditions.

In this scenario, the system is simulated under nominal parameters.
The rotor speed, rotor angle, and electromagnetic torque are
provided by the observer. The proposed control scheme is
compared to conventional Super-twisting based HOSM (CST) in
the dq frame studied in [21] and field-oriented control (PI).

Fig. 9 presents the rotor speed (a), electromagnetic torque (b),
reactive power (c), and active power (d). It can be seen that the
variables track their references. The proposed control approach
exhibits good reference tracking, low chatter, and low torque
ripple. The observer estimation errors shown in Fig. 9 (e-f) are
very small. The errors are calculated between the real rotor speed
ω and its estimation ωes (e) and between the real electromagnetic
torque Tem and its estimation Temes (f).

Fig. 10 depicts the three-phase stator current and rotor current
of the proposed control strategy and CST. When the generator
operates nearly at synchronous speed, the rotor current loses its
sinusoidal shape at 1.6 s, 2.1 s, 4.7 s, and 7.5 s, as shown in Fig.
10 (b). The proposed control strategy reduces the harmonics in the
rotor current, as shown in Fig. 11.
• Scenario 2: active power variation and speed variation
We perform more simulations to examine the dynamic behavior

of the observer and controller in different operating modes. The
rotor speed is varied from subsynchronous to synchronous and then
supersynchronous, as shown in Fig. 12 (a). In all operating modes,
the observer provides accurate estimations of electromagnetic
torque (Fig. 12 (f)) and rotor speed (Fig. 12 (e)). Furthermore,
the proposed control strategy presents a fast response time without

overshooting and good tracking of references compared to PI and
CST.

Next, we test the stability of the proposed strategy under
active power variation. Variable steps are used as a reference
diagram of the active power to assess the observer accuracy and
control strategy tracking performance (Fig. 13 (d)). In Fig. 13,
the estimation of rotor and electromagnetic torque follows their
actual variables. The reactive power is kept at 0 VAR to ensure a
unity power factor. The controller responses track their references
perfectly. The proposed strategy shows good transient performance.
Additionally, we can notice that the strategy guarantees decoupled
power control (Fig. 13 (c)).
• Scenario 3: power grid terminal voltage fault.
According to the grid code, the WECS is required to maintain

the connection to the power grid during and after the voltage drop.
To test the FRT capability of the controller+observer, three grid

fault were proposed:
1) Symmetrical voltage dip:

– three-phase grid voltage dip of 50% amplitude occurred at
3.7 s and was restored at 3.9 s (Fig. 14),

2) Asymmetry in voltage dip:
– a 50% amplitude two-phase grid voltage dip occurred from

3.7 s to 3.9 s (Fig. 17);
– A 50% amplitude one-phase grid voltage dip occurred

from 3.7 s to 3.9 s (Fig. 20).
The results of the conducted tests demonstrate the effectiveness of
the proposed controller and observer for mitigating the impact of
grid voltage faults on wind turbines. Fig. 15 shows the response of
the system when a symmetrical grid voltage dip occurs, revealing
the changes in rotor speed, electromagnetic torque, reactive power,
and active power. Figs. 18 and 21 illustrate the responses of the
rotor speed, the electromagnetic torque, the reactive power and
the active power when the grid voltage is temporarily reduced
during 200 ms for two- and one-phase voltage dips, respectively.
The results indicate that the controller+ observer can effectively
maintain wind power extraction during the fault. Moreover, the
electromagnetic torque, reactive power, and active power rapidly
return to their references once the fault is cleared, indicating a
good recovery time. The observer preserves its performance for all
scenarios of grid voltage faults, and the asymmetrical voltage dips
do not affect the estimation process.

Figs. 16, 19, and 22 demonstrate the response of the system to
three-phase, two-phase, and one-phase voltage dips, respectively,
by presenting the stator and rotor currents. The results indicate
that the proposed controller and observer are capable of holding
current levels within acceptable bounds during transient events.

Nevertheless, protection must be implemented to protect the
power converter using the crowbar at the beginning of the fault.
• Scenario 4: robustness test
The generator resistances were modified (R′s = 1.5 ∗ Rs,

R′r = 1.5∗Rr) to assess the controllers under uncertain parameters.
Rs and Rr are the nominal values of the stator and rotor resistance
illustrated in Table 1. The variables of the proposed control
strategy and PI presented in Fig. 23 tracked their references
perfectly. However, the CST controller began to lose control when
the wind speed was high. The observer accurately estimates the
electromagnetic torque and the speed even in the presence of
parameter uncertainties.
• Scenario 5: rotor current sensor fault.

Sensor measurement noise is an unfavorable condition that can
impact the results. To address this issue, Gaussian noise was
added to the current measurements (as shown in Fig. 24), and
further simulations were performed. The results, as presented in
Fig. 25 and Fig. 26, show the rotor speed (a), electromagnetic
torque (b), reactive power (c), active power (d), stator and rotor
current. Interestingly, the controller+observer was able to maintain
its performance and robustness even in the presence of noise.
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Fig. 7. Measured and estimated rotor current in the stator frame. (Open loop)
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Fig. 9. (a) Rotor speed, (b) electromagnetic torque, (c) reactive power, (d) active power, (e) speed estimation error, (f) electromagnetic torque estimation
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Fig. 11. Harmonic spectrum of rotor current: (a) proposed control strategy, (b) CST, (c) PI
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Fig. 16. (a) Stator current and (b) rotor current. (Symmetrical voltage dip)
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Fig. 17. Two phases grid voltage dip of 50% (between 3.7 s – 3.9 s)
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Fig. 18. (a) Rotor speed, (b) electromagnetic torque, (c) reactive power, (d) active power. (Two phases grid voltage dip)
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Fig. 19. (a) Stator current and (b) rotor current. (Two phases grid voltage dip)
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Fig. 20. One phase grid voltage dip of 50% (between 3.7 s – 3.9 s)
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Fig. 21. (a) Rotor speed, (b) electromagnetic torque, (c) reactive power, (d) active power. (One phases grid voltage dip)
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Fig. 22. (a) Stator current and (b) rotor current. (Two phases grid voltage dip)
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Fig. 26. (a) Stator current and (b) rotor current. (Sensor fault)
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The proposed sensorless control strategy was rigorously tested
in the presence of internal system uncertainties and external
disturbances. The results demonstrate that the variables are able to
track their references with high accuracy of the observer estimation.
In cases where the DFIG system is particularly sensitive, such
as in the event of a grid voltage fault, the controller is able to
maintain the current within acceptable levels. Furthermore, the
system response is able to quickly recover when the grid voltage
returns to normal. The observers for electromagnetic torque and
speed showed exceptional accuracy and robustness for the proposed
cases.

6. CONCLUSION

In the current study, we implemented a robust control approach
to directly and independently manage the electromagnetic torque
and reactive power of DFIG-WTs. The adopted control technique
was the ST-HOSM in association with an IHGO. This scheme
was implemented in the αβ frame to avoid the utilization of
the PLL. Additionally, the observer was designed to estimate
the speed, position, and electromagnetic torque using currents,
voltages and wind speed measurements. The observer stability was
demonstrated against the parameter variations; hence, the high
value gain of the observer assures an accurate estimation even with
high speed. Furthermore, an open-loop system fulfills the need for
the estimated states’ convergence to the real state. The sensorless
control strategy was compared to the conventional Super-twisting
algorithm and PI. Overall, the results validate the effectiveness
of the proposed controller and observer in mitigating the impact
of parameter uncertainties, grid voltage faults and current sensor
noise.
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