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Abstract— With the rapid increase in high penetration photovoltaic (PV) power generation systems into power systems around the world,
the idea of power system oscillation mitigation with auxiliary control of PV plant has been suggested recently. In this study, the optimal
control of a high penetration PV solar farm in sub-synchronous resonance (SSR) mitigation will be explored. The main contribution of
the paper is designing a conventional sub-synchronous resonance damping controller (SSRDC) by properly choosing the best place in
the active and reactive controllers of PV farm to place the sub-synchronous damping controller to achieve the best damping in various
conditions. Also, the paper presents a complete dynamic model tailored to study via eigenvalue analysis, SSR events in the presence of a
high penetration PV farm, and a systematic procedure to design a damping controller using Whale Optimization Algorithm (WOA). The
results are validated through two case studies based on the IEEE first and second benchmark model for sub-synchronous resonance studies
in MATLAB/Simulink and the achieved numerical results are thoroughly discussed.
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NOMENCLATURE

C2 Temperature coefficient of the cell temperature
Cr Zero-sequence reference voltage
Ct The voltage of the inverter to the PCC(V)
HP High pressure turbine shafts
It Temperature coefficient of the short circuit current
Imsc, o Short circuit current
Imsc,θ Short circuit current of the module
IP Intermediate pressure turbine
LPB, LPA Low pressure turbine
Npm The number of parallel cells in the module
Nsm The number of series cells in the module
pmmax, 0 Maximum power
Pmmax,o Maximum power of the module
THP,IP The torque between intermediate and high pressure

turbines
TIP,LPA The active reference power(W)
TLPA,LPB The circuit maximum tolerable passing current (A)
VMPP Voltage of MPPT of the module in standard conditions
V moc, o Open circuit voltage
V moc.0 Open circuit voltage of the module
IMPP Current of MPPT of the module in standard conditions
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1. INTRODUCTION

In recent years, by the growth in the renewable power
generation systems, the installed capacity is an important driving
factor in the movement towards smart electric power systems.
Wind, tidal and photovoltaic (PV) power generation systems
are the promising power sources and a large number of
high penetration PV, tidal and wind farms have been installed
worldwide. With increasing installation of high penetration PV
and wind farms, the auxiliary control of these systems to power
system oscillation damping has been suggested. Several researches
have been conducted focusing on the impact of wind, tidal and
PV farms on different categories of stability such as inter-area
oscillation damping [1–3] and Sub-Synchronous Resonance (SSR)
damping [4]. Ref. [1] presents a data-centric model prophetic
control for supplemental control of a Doubly-Fed Induction
Generator (DFIG)-based wind farm to improve the stability of
power systems. In [2] an output-feedback H∞ robust criterion
has been proposed to design a damping controller for a high
penetration photovoltaic farm towards mitigating low frequency
swings of power systems. Ref. [3] determined the impressiveness of
efficiency a Teaching-Learning-Based-Optimization (TLBO) based
on conventional damping controller at a DFIG based tidal power
plant to prosperously mitigate the inter-area oscillations arisen
from an interconnected power system. In [4], a new method for
damping SSR fluctuations in power systems including DFIG-based
wind farms linked to series capacitive compensated transmission
lines has been presented.

It is well known that one of the fundamental issues in designing
damping controllers for various devices such as Flexible AC
Transmission Systems (FACTS) devices, DFIG based wind farms,
and High Voltage Direct Current (HVDC) systems is the selection
of proper point for applying damping controller output signal for
oscillation mitigation. The selection of an appropriate control loop
and the choice of a suitable point for inserting damping controller
signal can greatly increase damping performance of designed
damping controllers [5]. To achieve this end, several studies have
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recently been conducted focusing on determining the best control
loop and the best point of Doubly-Fed Induction Generator (DFIG)
based wind farm control systems to apply damping controller
effect [6, 7]. For example, in [6] a proper technique to identify
the best input controlling signal location pair for supplementary
damping controller for DFIG, based on the right half-plane zero
method, relative gain array method, and Henkel singular value
is proposed. Ref. [7] studies SSR damping with DFIG based
wind farms focusing on the choice of a proper point on DFIG
rotor and grid side converter controllers for applying damping
controller output signal. In addition to the widespread application
of high power wind farms to power system oscillation damping,
worldwide application of high penetration PV farms to power
system oscillation damping is growing rapidly in recent years [2]
and [8–10]. For example Ref. [10] presents a novel control of
PV solar farm as a STATCOM (PV-STATCOM) coordinated with
Power System Stabilizers (PSSs) for damping of electromechanical
oscillations in a power system.

The SSR mitigating using large-scale PV farms has also been
studied by our recent paper in [11] and with Varma et. all in [12].
Our goal in [11] was designing an auxiliary SSRDC for a PV
plant to increase the stability of SSR modes in various cases such
as PV plant size and power system configuration changing. In both
papers [11, 12] only the simulation models are used for validation
and only one point of PV plant in reactive power control loop is
examined.

Although many aspects of designing damping controllers and
determining the best control loop and the best point of the
wind farm control system for applying damping controller are
investigated in the literature, for PV farms, designing the damping
controllers and determining the best control loop and the best point
to apply damping controllers signals have not been given enough
attention. So, the main contribution of the paper is designing a
conventional damping controller on a high power PV plant for SSR
mitigation focusing on determining the appropriate control loop
and selecting the proper point for employing damping controller.
Several possible points of the PV plant active and reactive
control loops where the SSR damping controller (SSRDC) can be
introduced are studied and the optimum points are identified. Both
simulation model and modal analysis (eigenvalue analysis) are
performed for a high penetration PV plant aggregated with a series
compensated electric power system in MATLAB/Simulink. A new
algorithm of optimization with the name of Whale Optimization
Algorithm (WOA) for running the optimization problems has been
applied. The results have been accredited through two case studies
of the IEEE first and second benchmark models. Through using
performance index (PI), which describes focusing on the power
system dynamics and time-domain simulations, it is proved that
the photovoltaic farm reactive power control loop is the best place
to insert the SSRDC.

The rest of the paper is outlined as follows. Section 2
demonstrates the IEEE first and second benchmark systems
modeling for eigenvalue analysis. Section 3 introduces Whale
Optimization Algorithm method and Section 4 explains SSR
damping controller design with this algorithm. In Section 5, the
simulation results and eigenvalues analysis for both case studies
are presented. Section 6 presents the Performance Index analysis.
The paper is concluded in Section 7.

2. SYSTEM MODELLING FOR EIGENVALUE ANALYSIS

To figure out the validation of the suggested scheme, the IEEE
first and second benchmark models for computer simulation of
sub-synchronous resonance are displayed (see Fig. 1) and defined
as systems I and II, respectively and extracted as test systems
[13, 14]. The system I inclusive of 892.4 MVA turbine generator
is connected to the infinite bus by a radial series-compensated
line. The frequency is 60 Hz. and the rated voltage is 539 kV.
The mechanical system is consist of a four step steam turbine, the

generator and a rotating exciter. In system II, a single generator of
600 MVA, 22 kV is connected to the infinite bus by two parallel
transmission lines. One of the lines is compensated by the series
capacitor. Also, the mechanical system includes two stage steam
turbines, the generator, and rotating exciter.

In both systems, the 90 MW PV farm is joined to the system
at bus 1 (shown in Fig. 1). In other words, in system I, the
photovoltaic plant influence is adapted to give about 10% of the
formal power of generator and in system II, the photovoltaic plant
influence is adapted to give 15% of the formal power of generator.

The PV plants are connected to bus 1 with a 20 km line
to introduce active/reactive power to the systems. Collection of
collector system can be done by the NREL equivalency method
[15]. It is clear that the impact of a photovoltaic farm on dynamic
of power system is minimum while placed in miniature size. But,
while influence rate rises, the power system dynamic performance
can be notably affected [2] and [8–12]. However, according to
the high influence of photovoltaic farms that have been installed
worldwide (such as plants in Ontario (100 MW) in Canada, Briest
(91 MW) in Germany, Montalto di Castro (84.2 MW) in Italy,
Lopburi (73 MW) in Thailand, and so on), in this paper a 90
MW PV plant is considered for the study of proposed idea.
In the following section, the linearized models of all parts of
test system are extracted and then they are added altogether for
eigenvalue analysis. In the following, linearized model of PV plant
is derived and finally, we have compared the results of eigenvalue
analysis in the cases of with and without PV plant. Due to the
space limitation, the linearized model just for system I is obtained
and presented. But, for time-domain simulations both systems are
studied and more focus will be on system II.

2.1. Combined generator and shaft system model

In literature, many articles have been published about linearized
model of generator and shaft systems for IEEE-FBM [16, 17]. In
the same manner as shown in [16], the equations that linearized
state are presented by:

∆ẊG = [AG]∆XG + [BG]∆uG (1)

∆yG = [CG]∆XG (2)

Where the state vector, input vector and output vector are
presented respectively as below:

XT
G =[
ψdψqE

′
dE
′
qδgSeTg,eSgTLPB,gSLPB

TLPA, LPBSLPATIP,LPASIPTHP,IPSHP ]

uTG = [vD vQ] And yTG = [iLD iLQ] (3)

Where ψ shows the stator flux linkage, É shows the transient
internal voltage, δg denotes the rotor angle, S is the per-unit slip
and T shows the torque. Pay attention that the mechanical systems
with six masses contain the generator (g), exciter (e), low pressure
turbine (LPB, LPA), intermediate pressure turbine (IP), and high
pressure (HP) turbine shafts. The torques among the shaft masses
are specified by subscripts. The terminal voltages is input vector
and the output one is the armature currents. that the generator
electrical quantities are represented in d–q domain with relation
to the synchronously rotating frame of the generator. The input
and output quantities, although, are transformed with regard to a
common reference frame for the whole system.
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Fig. 1. Test systems schematic design  

(a) systems I. (b) systems II 

 

 

2.2. Model of the network  
 
 

For a network with two ports, while one point is connected to an infinite bus, linearized equations could be shown as 

below [17]: 

∆ ẊN = [AN]∆XN + [BN]∆uN                                        (4) 
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ω
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+ [FS]∆XN                             (5) 

The matrices AN , BN , F and FS will be different for different series plans of compensation. At the moment, we proposed 

them for the two compensation schemes reminder above. 
 

2.2.1 Fixed series capacitor compensation 
 
 

Fig. 1. Test systems schematic design. (a) Systems I (b) Systems II.

2.2. Model of the network

For a network with two ports, while one point is connected to
an infinite bus, linearized equations could be shown as below [17]:

∆ẊN = [AN ]∆XN + [BN ]∆uN (4)

∆uG =
XT
ω

∆ẏG + [F ]∆yG + [FS ]∆XN (5)

The matrices AN , BN , F and FS will be different for different
series plans of compensation. At the moment, we proposed them
for the two compensation schemes reminder above.

A) Fixed series capacitor compensation
In order to fixed series we pick out [16]:

∆XT
N = [∆VcD ∆VcQ] And ∆uTN = [∆iLD∆ iLQ] (6)

AN =

[
0 −ω
ω 0

]
, BN =

[
ωXC 0

0 ωXC

]

F =

[
R XT
−XT R

]
And FS =

[
1 0
0 1

]
(7)

Where XC is the value of the fixed series capacitor and
XT = (L1 + L2).ω. Also VcD and VcQ are the D–Q capacitor
voltage components.
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Fig. 2. Grid-connected circuit model of photovoltaic plant.

B) Photovoltaic model
The suggested configuration of the photovoltaic plant is

illustrated in Fig. 2, is link to the DC side of a three-phase DC-AC
Voltage Source Inverter (VSI) [18, 19].

The output current of the PV array according to an exponential
function and physics of the PN joint is considered as Eq. (8).

Ipv = Isc

[
1− exp(

V − Voc + I Rs
Vt

)

]
(8)

And the open circuit voltage is given by Eq. (9):

Voc = Nsm. V
c
oc (9)

Furthermore, the equivalent parallel resistance of the module is
calculated as:

Rs =
Ns
Np

. Rcs (10)

Thermal equivalent voltage in a PV module is expressed as Eq.
(11):

Vt = Ns. V
c
t = Ns

mkT c

e
(11)

The equation of the input DC voltage and output AC voltage of
the VSI is shown below:

→
V t =

Vdc
2
~m (12)

Where, ~Vt is the output AC voltage of VSI in space phasor
domain, ~m is the modulation index of VSI in space phasor domain,
Vdc is the input DC voltage of VSI. The dynamics of the DC link
voltage of VSI is displayed by the sequent equation [18, 19]:

Cdc.
dVdc
dt

= Ipv − Idc (13)

Where Cdc is the DC link capacitance of VSI and Idc is the
input DC current of VSI. The input DC current is shown as:

Idc =
3(mditd +mqitq)

4
(14)

Where md and mq are the modulation index in d-q frame,
itd and itq are the output currents of inverter in d-q frame. The
output of VSI is filtered using a low pass LC filter and joined to
the distribution network by a Star/Delta coupling transformer [7].
Filter inductance Lf and filter capacitance Cf and the coupling
transformer are modelled as an ideal transformer in series with its
leakage inductance Lr . The nonlinear state equations of the entire
PV, filter, coupling transformer and current controller are given by
Eqs. (15)-(29):
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Lf
ditd
dt

= −Rf itd + ud + Vcfd (15)

Lf
ditq
dt

= −Rf itq + uq + Vcfq (16)

dVcfd

dt
= itd

Cf
+

ωVcfq − isd
2πfωCf

(17)

dVcfq

dt
=

itq
Cf

+

ωVcfd − isq
2πfωCf

(18)

dx1
dt

= Ki1(Pref − P ) (19)

dx2
dt

= Ki2(Qref −Q) (20)

dx3
dt

= Ki3(itdref − itd) (21)

dx4
dt

= Ki4(itqref − itq) (22)

itqref = Kp1(Pref − P ) + x1 (23)

itdref = Kp2(Qref −Q) + x2 (24)

ud = Kp3(itdref − itd) + x3 (25)

uq = Kp4(itqref − itq) + x4 (26)

For decoupling and linearizing the dynamics, the control inputs
md and mq are defined foundation on the following control laws
[18]:

md =
Vdc
2

(Vcfd + ud − ω0itqLf ) (27)

mq =
Vdc
2

(Vcfq + uq + ω0itdLf ) (28)

Here, ud and uq are the novel control inputs and are substituted
into Eqs. (27)-(28).

The DC-Link Voltage Controller certify which Vdc is maintained
at Vdcref so that, the corresponding active power gets delivered
from the PV system to the grid. This relation is governed by the
following power balance equation:

d

dt

[
CdcV

2
dc

2

]
∼= PPV − PV SI (29)

Eqs. (17)-(22) constitute state space model for controller
subsystem. The pursuit are state variables, inputs and outputs:

State Variables: [x1, x2, x3, x4, Vdc, itd, itq]
Inputs: [Vcfd, Vcfq, itd, itq]
Outputs: [md,mq]
A complete PV plant controller is shown in Fig. 3. According to

this figure, the sub-synchronous resonance mitigation is obtained
by an additional SSRDC on either the active power control loop
(active power modulation) or the reactive power control loop
(reactive power modulation). The SSRDC structure and design
process will be explained in the next section.
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Fig. 3. Photovoltaic controller. 
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3. WHALE OPTIMIZATION ALGORITHM (WOA)
3.1. Introduction
Whale optimization algorithm is a meta-heuristic algorithm

that was introduced by Mirjalili in 2016. The algorithm is an
inspiration by hunting humpback whales behaviour. Whales are
the greatest mammals in the world. They are mostly predators
and the important point about them is that they are very smart
and emotional animals [20]. Also, it has been demonstrated that a
whale is able to think, learn, judge, communicate, and rather has a
sentimental relationship. The humpback whale’s hunting method is
so that after observing a fish school or krill, they produce bubbles
through a specific method. The bubbles are in spiral form and go
upside, where fish schools and krill are trapped inside the bubbles.
This kind of hunting is unique and belongs to humpback whales.
Mathematical modelling of the whale algorithm resulted from
encircling the prey through circular bubblers, feeding manoeuvre
and search for prey are explained below.

3.2. Encircling prey
Humpback whales identify the prey place and then besiege

them. Because the optimum location is in the search area and
it is not predictable, WOA algorithm considers the best current
candidate solution as the target prey or assumes that it is near to
the optimum. At next step, since the search agent is specified, the
other search agents update their locations towards the best search
agent. This manner is expressed by the pursuit equations [20]:

~D =
∣∣∣~C. ~X∗ (t)− ~X (t)

∣∣∣ (30)

~X (t+ 1) = ~X∗ (t)− ~A. ~D (31)

Where t is the current iteration, A and C are coefficient vectors,
X∗ is the best location vector achieved so far, X is the position
vector, | | is the absolute value and · is an element by element
multiplication. It should be noted that here X∗ should be updated
in each iteration and the better solution must be chosen. A and C
vectors are obtained as [20]:

~A = 2~a . ~r − ~a (32)

~C = 2 . ~r (33)

~a is a linearly decreasing vector from 2 to 0 during the iteration
period (in both exploration and exploitation phases) and ~r is a
random vector in the range of [0, 1].
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3.3. Bubble-net attacking method (Exploitation phase)
For getting mathematical model of the bubble-net behaviour of

humpback whales, the following ways have been obtained:
Shrinking mechanism of encircling: To achieve the behavior the

value of ~a in Eq. (32) is decreased. It must be noted that the
variation span of ~A is reduced by ~a. It means that the value of
~A is random in the range of [-a, a], where a is reduced from 2
to 0 during the repetition. Tuning the random values for ~A is in
the range of [-1, 1], where the novel situation is defined through
a search factor at each point located among the main situation of
the agent and the best situation of the current agent.

Spiral updating position: the first way for calculating the
distance among the whale and the prey placed in two positions
respectively is a spiral equation formed among the positions of the
whale and the prey. Imitating the spiral-shape humpback whale
movement is given as [20]:

~X (t+ 1) =
~́
D .ebl . cos (2πl) + ~X∗ (t) (34)

It should be noted that humpback whales swim around the prey
in a shrinking circle way and a spiral way at the same time. The
mathematical model is explained as below [19]:

~X (t+ 1) =

{ −→
X∗ (t)− ~A . ~D if p < 0.5
~́
D . ebl . cos (2l) +

−→
X∗ (t) if p > 0.5

}
(35)

3.4. Prey searching (Exploration phase)
This approach could be employed for searching prey

(exploration) based on the vector variety. As a matter of
fact, humpback whale randomly searches according to the position.
So, using random amount larger than 1 and less than -1, the
search agent is forced to move far away from a reference whale.
In contrast to the exploitation phase, situation of a search agent
in exploitation phase is randomly updated pursuant to the search
agent, and is selected as the best search agent. The mathematical
model is explained as [20]:

~D =
∣∣∣~C . ~Xrand − ~X

∣∣∣ (36)

~X (t+ 1) = ~Xrand − ~A . ~D (37)

Where, ~xrand is the random situation vector. The pseudo code
and flowchart of WOA algorithm are shown in Figs. 4 and 5
respectively.

4. SSR DAMPING CONTROLLER DESIGN

A conventional lead-lag damping controller used in power
system content is adapted for damping the system swings [21].
The damping controller is given in Fig. 6 and consists of a
gain block, a washout filter and two lead-lag compensators. The
damping controller is planned so as to usually a supplementary
electrical torque in phase with the speed deviation to increase the
damping of system swings [21].

The Photovoltaic subsidiary damping controller fulfils the rotor
speed deviations (∆ω) as a feedback signal to produce the extra
damping signal. It is accepted that the input signal for damping
controller playact a main duty in stabilizing the power system
oscillations [5, 6]. In addition, it has been shown that the generator
rotor speed includes nearly all of the oscillatory modes of the
system and in most published literatures in this issue, the generator
rotor speed deviations are used as damping controller input signal
[3], [8], [11, 12] and [21]. Thus, in the current paper, the ∆ω is
fulfilment as a feedback signal in an auxiliary damping controller
as it is given in Fig. 6. Another fundamental topic in planning a
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and 5 respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4. Pseudo code of WOA algorithm [20]. 

 

Initialize the whales population Xi (i = 1, 2, ..., n) 

Calculate the fitness of each search agent 

X*=the best search agent 

while (t < maximum number of iterations) 

       for each search agent 

           Update a, A, C, l, and p 

               if1 (p<0.5) 

                   if2 (|A| < 1) 

                      Update the position of the current search agent by the Eq. (31) 

                 else if2 (|A| 

                      Select a random search agent (Xrand ) 

                      Update the position of the current search agent by the Eq. (37) 

                end if2 

           else if1 (p 0.5) 

                Update the position of the current search by the Eq. (34) 

           end if1 

      end for 

      Check if any search agent goes beyond the search space and amend it 

      Calculate the fitness of each search agent 

      Update X* if there is a better solution 

      t=t+1 

end while 

return X* 

Fig. 4. Pseudo code of WOA algorithm [20].
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Fig.5. the flowchart of WOA algorithm 

 

 

4. SSR damping controller design 
 

 A conventional lead-lag damping controller  used in power system content is adapted for damping the system swings [21]. The 

damping controller is given in fig. 6 and consists of a gain block, a washout filter and two lead-lag compensators. The damping 

controller is planned so as to usually a supplementary electrical torque in phase with the speed deviation to increase the damping 

of system swings [21]. 

The Photovoltaic subsidiary damping controller fulfils the rotor speed deviations (Δω) as a feedback signal to produce 

the extra damping signal. It is accepted that the input signal for damping controller playact a main duty in stabilizing the power 

system oscillations [5] - [6]. In addition, it has been shown that the generator rotor speed includes nearly all of the oscillatory 

modes of the system and in most published literatures in this issue, the generator rotor speed deviations are used as damping 

controller input signal [3], [8], [11] - [12] and [21]. Thus, in the current paper, the Δω is fulfilment as a feedback signal in an 

auxiliary damping controller as it is given in figure 6. Another fundamental topic in planning a damping controller for a 

photovoltaic farm is choosing a suitable spot for inserting damping controller output signal for damping of oscillation. The 

selection of an appropriate control loop and the choice of a suitable point for applying damping controller can greatly increase 

damping performance of designed damping controllers. It can be seen from fig. 3 the sub-synchronous resonance damping 

controller can be employed at different spots of the photovoltaic plant’s active and reactive power controllers, named as A–C 

and D–F respectively. In the next sections, these points are tested to realize where the SSRDC could be inserted. 
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Fig.6. SSR damping controller block diagram 

Fig. 5. The flowchart of WOA algorithm.

damping controller for a photovoltaic farm is choosing a suitable
spot for inserting damping controller output signal for damping
of oscillation. The selection of an appropriate control loop and
the choice of a suitable point for applying damping controller
can greatly increase damping performance of designed damping
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Table 1. Eigenvalues analyses of the FBM system without PV.

Mode Compensation
of 26.5%

Compensation
of 41.1%

Compensation
of 54.7%

Compensation
of 68.5%

5 -0.49±
298.28i

-0.49±
298.28i

-0.49±
298.28i

-0.49±
298.28i

4 1.19±
203.0i

0.10±
202.83i

-0.11±
202.90i

-0.11±
202.94i

3 -0.44±
160.58i

-0.95±
160.67i

-0.43±
160.50i

-0.44±
160.58i

2 -0.14±
127.02i

-0.14±
127.09i

-0.59±
127.13i

-0.14±
126.99i

1 -0.22±
98.76i

-0.21±
99.38i

-0.18±
99.88i

4.50±
98.97i

0 -0.44±
8.39i

-0.50±
9.26i

-0.59±
10.28i

-0.73±
11.62i

Sub-
synchronous

-4.45±
203.27i

-3.90±
160.8i

-2.50±
127.29i

-5.38±
98.94i

controllers. It can be seen from Fig. 3 the sub-synchronous
resonance damping controller can be employed at different spots
of the photovoltaic plant’s active and reactive power controllers,
named as A–C and D–F respectively. In the next sections, these
points are tested to realize where the SSRDC could be inserted.
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4. SSR damping controller design 
 

 A conventional lead-lag damping controller  used in power system content is adapted for damping the system swings [21]. The 

damping controller is given in fig. 6 and consists of a gain block, a washout filter and two lead-lag compensators. The damping 

controller is planned so as to usually a supplementary electrical torque in phase with the speed deviation to increase the damping 

of system swings [21]. 

The Photovoltaic subsidiary damping controller fulfils the rotor speed deviations (Δω) as a feedback signal to produce 

the extra damping signal. It is accepted that the input signal for damping controller playact a main duty in stabilizing the power 

system oscillations [5] - [6]. In addition, it has been shown that the generator rotor speed includes nearly all of the oscillatory 

modes of the system and in most published literatures in this issue, the generator rotor speed deviations are used as damping 

controller input signal [3], [8], [11] - [12] and [21]. Thus, in the current paper, the Δω is fulfilment as a feedback signal in an 

auxiliary damping controller as it is given in figure 6. Another fundamental topic in planning a damping controller for a 

photovoltaic farm is choosing a suitable spot for inserting damping controller output signal for damping of oscillation. The 

selection of an appropriate control loop and the choice of a suitable point for applying damping controller can greatly increase 

damping performance of designed damping controllers. It can be seen from fig. 3 the sub-synchronous resonance damping 

controller can be employed at different spots of the photovoltaic plant’s active and reactive power controllers, named as A–C 

and D–F respectively. In the next sections, these points are tested to realize where the SSRDC could be inserted. 

 

 

sT1

sT

w

w

+ sT

sT

4

3

1

1

+

+
K

max

min

 U

sT1

sT1

2

1

+

+

 

Fig.6. SSR damping controller block diagram 
Fig. 6. SSR damping controller block diagram.

5. SIMULATION RESULTS AND EIGENVALUES
ANALYSIS

5.1. Simulation results and eigenvalue analysis without PV
plant
In this section, first, eigenvalues analysis of the FBM system is

expressed without PV plant. In the following nonlinear simulation
for both test systems will be expressed without PV plant. For
eigenvalue analysis, the system under study has been investigated
in four levels of compensation. The eigenvalues analysis for the
four compensation levels is presented in Table 1. For getting
the eigenvalues, dynamic equations for the whole system were
written in form of state space equations and linearized at the
system’s operating point. As shown in Table 1, due to the small
distance between torsional modes’ frequency and sub-synchronous
mode’s frequency, torsional modes were unstable. As a result, the
amplitude of the oscillation increases after a short time, causing
damage to the generator’s mechanical part.

For simulation studies, the performance of the both studied
systems (FBM and SBM) are investigated without PV plant. In
both systems, the contingency simulated is a three-phase-to-ground
fault (shown in Fig. 1) that starts at t= 2 sec. and lasts for
75 msec. In current instance, series compensation level for FBM
system is set to 68.5% and for SBM is tune to 55%. Because of
the selected amount of series capacitor, when the fault is cleared,
large oscillations will be happened between the different sections
of the turbine-generator shaft. Fig. 7 (a-b) show the time responses
of generator rotor speed deviations (∆ω) during and after clearing
fault, for system I and II respectively. As it could be shown
from the figures, in both systems the turbine-generator shaft show
intensive sub-synchronous resonance instabilities.

5.2. Simulation results and eigenvalue analysis with PV plant
equipped to SSRDC
As mentioned earlier, the IEEE first and second benchmark

models (shown in Fig. 1) are extracted as two test systems.
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Table 1 Eigenvalues analyses of the FBM system without PV 

Compensa
tion  

of 68.5 % 

Compensati
on  

of 54.7 % 

Compensati
on 

 of 41.1 % 

Compensati
on 

 of 26.5 % 

mode 

-

0.49±298.

28i 

-0.49±  

298.28i 

-

0.49±298.2

8i 

-0.49 ± 

298.28i 
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-

0.11±202.
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-
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3i 

1.19± 

203.0i 
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-

0.44±160.
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-0.43±  

160.50i 

0.95±160.6

7i 

-0.44 ± 

160.58i 
3 

-
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9i 

-0.14 ± 
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2 

4.50±98.9
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±99.38i 
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±11.62i 
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10.28i 

-0.50 ±  
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-0.44 ± 
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±98.94i 
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-

4.45±203.2
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5. Simulation Results and Eigenvalues analysis  

 

a. Simulation results and eigenvalue analysis without PV plant 
 

In this section, first, eigenvalues analysis of the FBM system is expressed without PV plant. In the following nonlinear 

simulation for both test systems will be expressed without PV plant. For eigenvalue analysis, the system under study has been 

investigated in four levels of compensation. The eigenvalues analysis for the four compensation levels is presented in table 1. 

For getting the eigenvalues, dynamic equations for the whole system were written in form of state space equations and linearized 

at the system's operating point. As shown in table 1, due to the small distance between torsional modes' frequency and sub-

synchronous mode's frequency, torsional modes were unstable. As a result, the amplitude of the oscillation increases after a short 

time, causing damage to the generator's mechanical part. 

For simulation studies, the performance of the both studied systems (FBM and SBM) are investigated without PV plant. 

In both systems, the contingency simulated is a three-phase-to-ground fault (shown in fig. 1) that starts at t= 2 sec. and lasts for 

75 msec. In current instance, series compensation level for FBM system is set to 68.5% and for SBM is tune to 55%. Because of 

the selected amount of series capacitor, when the fault is cleared, large oscillations will be happened between the different 

sections of the turbine-generator shaft. Figs. 7 (a-b) show the time responses of generator rotor speed deviations (Δω) during and 

after clearing fault, for system I and II respectively. As it could be shown from the figures, in both systems the turbine-generator 

shaft show intensive sub-synchronous resonance instabilities. 

 

 

Fig. 7. Time responses of test systems rotor speed deviations (Δω) without PV plant. 

(a) System I, (b) system II. 
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Fig. 7. Time responses of test systems rotor speed deviations (∆ω) without
PV plant. (a) System I, (b) System II.

Table 2. Eigenvalues analyses of the FBM system with PV and SSRDC.

Mode Compensation
of 26.5%

Compensation
of 41.1%

Compensation
of 54.7%

Compensation
of 68.5%

5 -0.72±
298.28i

-0.72±
298.28i

-0.72±
298.28i

-0.68±
298.28i

4 -0.02±
203.69i

-0.12±
202.42i

-0.14±
202.76i

-0.14±
202.85i

3 -0.63±
160.81i

-0.58±
161.13i

-0.55±
159.54i

-0.6±
160.45i

2 -0.16±
127.08i

-0.16±
127.11i

-0.15±
127.18i

-0.1±
126.64i

1 -0.29±
99.44i

-0.28±
99.63i

-0.27±
99.92i

-0.21±
100.86i

0 -0.48±
10.51i

-0.57±
11.14i

-0.64±
11.87i

-0.68±
12.01i

Sub-
synchronous

-2.25±
219.11i

-1.91±
181.34i

-1.59±
152.19i

-1.09±
119.95i

The analysis with SSRDC can be performed based on eigenvalue
analysis and transient simulation but, due to the multiplicity of
studied cases and high value of simulation results, in this part,
simulation results and eigenvalue analysis for first benchmark
systems will be provided and in the next sections just the second
benchmark simulation results will be provided. Also, in the whole
simulations, results given in this study are as follows:
• In both study systems, the contingency is a three-phase-to-

ground fault at bus 2 (shown in Fig. 1) that happens at t= 2
sec. and hangs on for 75 msec., that the system is unstable
without SSRDC, because of the SSR mode.

• In all sections, the SSRDC parameters in the simulation are
obtained using WOA algorithm, as mentioned before.

A) Simulation results and eigenvalue analysis for first
benchmark test system

Fig. 8 shows the time responses of first benchmark test systems
rotor speed deviations and machine electrical torque during and
after clearing fault at bus 2 when the SSRDC is carried out at
point A (see Fig. 3). As shown in this figure, the rotor speed
deviations before the fault is zero. After clearing the fault, the
sub-synchronous oscillations increases for a few seconds. Then,
the PV plant slowly controls these oscillations to zero. Therefore,
the turbines of the generator shaft will still experience swings
because of the perturbation in the system, but they will be damped
and slowly go back to the pre-fault value as shown in Fig. 8. It
can be shown from Fig. 8-(b) that the maximum peak torque is
equal to 1.5 p.u. Although, the duration is only for a few cycles
so, there is no risk for the generator shaft.

The eigenvalues of the first benchmark test system, when the
SSR damping controller is inserted at point A are displayed
in Table 2. Comparing the eigenvalue results without PV plant
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b. Simulation results and eigenvalue analysis with PV plant equipped to SSRDC 
 

As mentioned earlier, the IEEE first and second benchmark models (shown in fig. 1) are extracted as two test systems. 

The analysis with SSRDC can be performed based on eigenvalue analysis and transient simulation but, due to the multiplicity of 

studied cases and high value of simulation results, in this part, simulation results and eigenvalue analysis for first benchmark 

systems will be provided and in the next sections just the second benchmark simulation results will be provided. Also, in the 

whole simulations, results given in this study are as follows: 

 

• In both study systems, the contingency is a three-phase-to-ground fault at bus 2 (shown in fig. 1) that happens at t= 2 

sec. and hangs on for 75 msec., that the system is unstable without SSRDC, because of the SSR mode. 

• In all sections, the SSRDC parameters in the simulation are obtained using WOA algorithm, as mentioned before. 

 

 

5.2.1 Simulation results and eigenvalue analysis for first benchmark test system 
 

Figs. 8 shows the time responses of first benchmark test systems rotor speed deviations and machine electrical torque 

during and after clearing fault at bus 2 when the SSRDC is carried out at point A (see fig. 3). As shown in this figure, the rotor 

speed deviations before the fault is zero. After clearing the fault, the sub-synchronous oscillations increases for a few seconds. 

Then, the PV plant slowly controls these oscillations to zero. Therefore, the turbines of the generator shaft will still experience 

swings because of the perturbation in the system, but they will be damped and slowly go back to the pre-fault value as shown in 

figure 8. It can be shown from figure 8 (b) that the maximum peak torque is equal to 1.5 p.u. Although, the duration is only for 

a few cycles so, there is no risk for the generator shaft [25]. 

 

 

Fig. 8. Time responses of study system I (first benchmark test system) 

(a). rotor speed deviations (∆𝜔) (b). Machine electrical torque (𝑇𝑒) with and without SSRDC 
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Fig. 8. Time responses of study system I (first benchmark test system) (a).
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The eigenvalues of the first benchmark test system, when the SSR damping controller is inserted at point A are displayed 

in Table 2. Comparing the eigenvalue results without PV plant equipped to SSRDC (refer table 1), the subsequent results can be 

reached. The positive values of real part of eigenvalues in table 1 have been changed to negative ones because, the sub-

synchronous damping controller is able to mitigate all the torsional swings on the generator shaft. 

 

1) The damping of critical mode-2 has mainly progressed with SSRDC. 

2) The damping of all torsional modes is rises up with SSRDC. 

3) Mode-5 is not affected because its modal inertia is very high. 

4) The damping of sub-synchronous network mode is decreased with SSRDC. 

 

 
5.2.2. SSRDC implemented in reactive power control loop (points A, B and C) for second benchmark test system 
 
 

 As it can be seen from fig. 3, the SSRDC can be implemented at several points of the photovoltaic plant’s active and 

reactive power controllers, identified as A–C and D–F. In current section, simulation scurvies are implemented to find out the 

best location PV plant of active and reactive power controllers for applying SSRDC with the goal of getting the best damping. 

As said earlier, due to the multiplicity of studied cases and the high value of simulation results, just in one section (section 5.a), 

simulation results and eigenvalue analysis for first benchmark systems have been provided and in following sections, just the 

second benchmark simulation results will be provided. Fig. 9 shows the time responses of second benchmark test systems rotor 

speed deviations and shaft torsional torques among and after clearing fault at bus 2, where the sub-synchronous resonance 

damping controllers is employed at points A, B, and C. It can be concluded from these figure that implementing the SSRDC at 

point C gives superior implementation compared to inserting the SSRDC at points A and B in terms of settling time. 

 

Figs. 9. Time responses of second benchmark system when SSRDC applied at points A, B and C 

(a). rotor speed deviations (∆𝜔) (b). The torque between generator and low pressure turbine 

 

5.2.3. SSRDC implemented in active power control loop (points D, E and F) for second benchmark test system 
 

This section evaluates the effectiveness of the SSRDC implementation at different points of PV plant’s active power 

control loop, identified in fig. 3 as D, E and F in mitigating the SSR. Figs. 10 (a and b) displays the time responses of second 

benchmark test systems rotor speed deviations and shaft torsional torques among and after clearing fault at bus 2, when the 

SSRDC is inserted at points D, E, and F. It can be seen from this figures that inserting the SSRDC at all three points of PV plant’s 

active power control loop could damp the SSR and stabilize the system. But it is quite clear that implementing the SSRDC at 

point E leads to slightly better implementation compared to inserting the SSRDC at points D in terms of settling time and also 

the best possible damping is achieved when the SSRDC is applied at point F. This shows that the SSRDC can interchangably be 

implemented at points D, E, and F. In addition, figs. 11 (a and b) compares the photovoltaic farm’s active and reactive power 

with the SSRDC inserted at point D, E and F. The figure displays which performance of the SSRDC at points E and F causes 

much less settling time in photovoltaic plant’s active and reactive power compared to when the SSRDC is inserted at point D. It 

means that insertion of the SSRDC at E and F is a better option measure to D. 
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Fig. 9. Time responses of second benchmark system when SSRDC applied
at points A, B and C. (a) Rotor speed deviations (∆ω) (b) The torque
between generator and low pressure turbine.

equipped to SSRDC (refer Table 1), the subsequent results can be
reached. The positive values of real part of eigenvalues in Table 1
have been changed to negative ones because, the sub-synchronous
damping controller is able to mitigate all the torsional swings on
the generator shaft.

1) The damping of critical mode-2 has mainly progressed with
SSRDC.

2) The damping of all torsional modes is rises up with SSRDC.
3) Mode-5 is not affected because its modal inertia is very high.
4) The damping of sub-synchronous network mode is decreased

with SSRDC.

B) SSRDC implemented in reactive power control loop
(points A, B and C) for second benchmark test system

As it can be seen from Fig. 3, the SSRDC can be implemented
at several points of the photovoltaic plant’s active and reactive
power controllers, identified as A–C and D–F. In current section,
simulation scurvies are implemented to find out the best location
PV plant of active and reactive power controllers for applying
SSRDC with the goal of getting the best damping. As said earlier,
due to the multiplicity of studied cases and the high value of
simulation results, just in one section (Subsection 5.1), simulation
results and eigenvalue analysis for first benchmark systems have
been provided and in following sections, just the second benchmark
simulation results will be provided. Fig. 9 shows the time responses
of second benchmark test systems rotor speed deviations and shaft
torsional torques among and after clearing fault at bus 2, where
the sub-synchronous resonance damping controllers is employed at
points A, B, and C. It can be concluded from these figure that

implementing the SSRDC at point C gives superior implementation
compared to inserting the SSRDC at points A and B in terms of
settling time.

C) SSRDC implemented in active power control loop
(points D, E and F) for second benchmark test system

This section evaluates the effectiveness of the SSRDC
implementation at different points of PV plant’s active power
control loop, identified in Fig. 3 as D, E and F in mitigating the
SSR. Fig. 10 (a and b) displays the time responses of second
benchmark test systems rotor speed deviations and shaft torsional
torques among and after clearing fault at bus 2, when the SSRDC
is inserted at points D, E, and F. It can be seen from this
figures that inserting the SSRDC at all three points of PV plant’s
active power control loop could damp the SSR and stabilize the
system. But it is quite clear that implementing the SSRDC at point
E leads to slightly better implementation compared to inserting
the SSRDC at points D in terms of settling time and also the
best possible damping is achieved when the SSRDC is applied
at point F. This shows that the SSRDC can interchangably be
implemented at points D, E, and F. In addition, Fig. 11 (a and b)
compares the photovoltaic farm’s active and reactive power with
the SSRDC inserted at point D, E and F. The figure displays
which performance of the SSRDC at points E and F causes much
less settling time in photovoltaic plant’s active and reactive power
compared to when the SSRDC is inserted at point D. It means
that insertion of the SSRDC at E and F is a better option measure
to D.
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Fig. 10. Time responses of second benchmark system when SSR damping controller applied to points D, E and F 

(a). Rotor speed deviations (∆𝜔) (b).  Torque belong generator and low pressure turbine 

 

 

Fig. 11. Time responses of PV plant output active and reactive power when SSRDC applied at points D, E and F 

(a). PV plant active power (b). PV plant reactive power. 

 

5.2.4. Optimal Point for SSRDC implementation active and reactive power controller 
 

In this section the result of simulations for the best point of active and reactive power photovoltaic controller plant (points 

F and C respectively) are compared to determining of the appropriate control loop and choice of proper point for applying 

SSRDC. 

Fig. 12(a and b) displays the time responses of second benchmark test systems rotor speed deviations and shaft torsional 

torques among and after clearing fault at bus 2, when the SSRDC is appended at points C and F. It can be seen from these figures 

that inserting the SSRDC at both points gives superior performance on damping of oscillations but, the best possible damping is 

achieved when the SSRDC applied at spot C. These figures displays that performance of the SSRDC at points C creats less 

settling time in synchronous generator rotor speed deviations and shaft torsional torque compared to when the SSRDC is inserted 

at spot F. On a technical presentation, both active and reactive power modulation of photovoltaic farm could efficiently raise the 

oscillations damping but, the function of SSRDC on reactive power control loop represents a better damping in comparison with 

performance of SSRDC on PV plant active power control loop. 

In practical applications, while control of damping is based on real power modulation, renewable energy source 

commonly has to shorten its real power output. because the value of real power that could be delivered from such sources at any 

time  refers to the environmental situations, so the owner wants to deliver maximum available power. İn addition, if the reactive 

power modulation is applied, damping of the critical mode increases with the power flow through the transmission line and 
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Fig. 10. Time responses of second benchmark system when SSR damping
controller applied to points D, E and F. (a) Rotor speed deviations (∆ω)
(b) Torque belong generator and low pressure turbine.
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Fig. 11. Time responses of PV plant output active and reactive power when SSRDC applied at points D, E and F 

(a). PV plant active power (b). PV plant reactive power. 

 

5.2.4. Optimal Point for SSRDC implementation active and reactive power controller 
 

In this section the result of simulations for the best point of active and reactive power photovoltaic controller plant (points 

F and C respectively) are compared to determining of the appropriate control loop and choice of proper point for applying 

SSRDC. 

Fig. 12(a and b) displays the time responses of second benchmark test systems rotor speed deviations and shaft torsional 

torques among and after clearing fault at bus 2, when the SSRDC is appended at points C and F. It can be seen from these figures 

that inserting the SSRDC at both points gives superior performance on damping of oscillations but, the best possible damping is 

achieved when the SSRDC applied at spot C. These figures displays that performance of the SSRDC at points C creats less 

settling time in synchronous generator rotor speed deviations and shaft torsional torque compared to when the SSRDC is inserted 

at spot F. On a technical presentation, both active and reactive power modulation of photovoltaic farm could efficiently raise the 

oscillations damping but, the function of SSRDC on reactive power control loop represents a better damping in comparison with 

performance of SSRDC on PV plant active power control loop. 

In practical applications, while control of damping is based on real power modulation, renewable energy source 

commonly has to shorten its real power output. because the value of real power that could be delivered from such sources at any 

time  refers to the environmental situations, so the owner wants to deliver maximum available power. İn addition, if the reactive 

power modulation is applied, damping of the critical mode increases with the power flow through the transmission line and 
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Fig. 11. Time responses of PV plant output active and reactive power when
SSRDC applied at points D, E and F. (a) PV plant active power (b) PV
plant reactive power.
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injected power from renewable energy sources [26]. From the discutions and simulation results, it could be concluded that the 

spot C at reactive power control loop is the best place to apply the SSRDC.  

 

Fig. 12. Time responses of second benchmark system when SSRDC applied at points C and F 

(a). Rotor speed deviations (∆𝜔) (b). Torque between generator and low pressure turbine 

 

6. Performance Indexes 

In order to find appropriate control loop and choose the proper point for implementing damping controller output signal, 

two Performance Indexes (PIs) are defined on a basis of the system dynamics [22]-[23]. These two performance indexes which 

reflect the settling time and overshoots can be defined as two separate objective functions for each point of photovoltaic plant 

controllers (A, B, C, D, E, F). For all points (A- F), SSRDC parameters will be optimized with WOA algorithm and then the 

performance index will be calculated. If one of the performance index has the lower value with one of the spots, that point is the 

best choice for applying SSRDC and would work effectively and would mitigate the swings rapidly. These two performance 

indexes are shown as: 

 

 PI1 = ∫ t. (|TGE−LP| + |TLP−HP|
tsim
0

)dt        (38) 

PI2 = 103 ∫ (t. ∆ω)2dt
tsim
0

                              (39) 

Where, tsim is the simulation time, ∆ω is the speed deviation of the generator rotor speed, TGE−LP is the torque among 

generator and low pressure turbine and TLP−HP is the torque among low pressure and high presure turbinees.  

The PI calculations for all cases are shown in Table 3. It is revealed that the lowest calculated PI for reactive control loop 

is for point C and the lowest calculated PI for active control loop is for point F. Also, it can be seen that the minimum calculated 

PI values are for point C. Like simulation results, these results also demonstrates the settling time and speed deviations of the 

generator rotor which majorly increased by insering the suggested damping controller to reactive power control loop of 

photovoltaic plant.  
 

 

Table 3 Performance Index calculation for different applied points 

Case 𝑷𝑰𝟏 
 

𝑷𝑰𝟐 

A 11.4 0.312 

B 10.1 0.141 

C 8.8 0.042 

D 11.8 0.347 

E 9.6 0.126 

F 9.1 0.048 
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Fig. 12. Time responses of second benchmark system when SSRDC applied
at points C and F. (a) Rotor speed deviations (∆ω) (b) Torque between
generator and low pressure turbine.

Table 3. Performance index calculation for different applied points.

Case PI1 PI1
A 11.4 0.312
B 10.1 0.141
C 8.8 0.042
D 11.8 0.347
E 9.6 0.126
F 9.1 0.048

D) Optimal point for SSRDC implementation active and
reactive power controller

In this section the result of simulations for the best point of
active and reactive power photovoltaic controller plant (points F
and C respectively) are compared to determining of the appropriate
control loop and choice of proper point for applying SSRDC.

Fig. 12 (a and b) displays the time responses of second
benchmark test systems rotor speed deviations and shaft torsional
torques among and after clearing fault at bus 2, when the SSRDC
is appended at points C and F. It can be seen from these figures
that inserting the SSRDC at both points gives superior performance
on damping of oscillations but, the best possible damping is
achieved when the SSRDC applied at spot C. These figures
displays that performance of the SSRDC at points C creats less
settling time in synchronous generator rotor speed deviations and
shaft torsional torque compared to when the SSRDC is inserted
at spot F. On a technical presentation, both active and reactive
power modulation of photovoltaic farm could efficiently raise the
oscillations damping but, the function of SSRDC on reactive
power control loop represents a better damping in comparison with
performance of SSRDC on PV plant active power control loop.

In practical applications, while control of damping is based on
real power modulation, renewable energy source commonly has
to shorten its real power output. because the value of real power
that could be delivered from such sources at any time refers
to the environmental situations, so the owner wants to deliver
maximum available power. İn addition, if the reactive power
modulation is applied, damping of the critical mode increases
with the power flow through the transmission line and injected
power from renewable energy sources. From the discutions and
simulation results, it could be concluded that the spot C at reactive
power control loop is the best place to apply the SSRDC.

6. PERFORMANCE INDEXES

In order to find appropriate control loop and choose the proper
point for implementing damping controller output signal, two
Performance Indexes (PIs) are defined on a basis of the system
dynamics [22, 23]. These two performance indexes which reflect

the settling time and overshoots can be defined as two separate
objective functions for each point of photovoltaic plant controllers
(A, B, C, D, E, F). For all points (A- F), SSRDC parameters
will be optimized with WOA algorithm and then the performance
index will be calculated. If one of the performance index has the
lower value with one of the spots, that point is the best choice for
applying SSRDC and would work effectively and would mitigate
the swings rapidly. These two performance indexes are shown as:

PI1 =

∫ tsim

0

t.(|TGE−LP |+ |TLP−HP |)dt (38)

PI2 = 103

∫ tsim

0

(t.∆ω)2dt (39)

Where, tsim is the simulation time, ∆ω is the speed deviation of
the generator rotor speed, TGE−LP is the torque among generator
and low pressure turbine and TLP−HP is the torque among
low pressure and high presure turbinees. The PI calculations for
all cases are shown in Table 3. It is revealed that the lowest
calculated PI for reactive control loop is for point C and the lowest
calculated PI for active control loop is for point F. Also, it can
be seen that the minimum calculated PI values are for point C.
Like simulation results, these results also demonstrates the settling
time and speed deviations of the generator rotor which majorly
increased by insering the suggested damping controller to reactive
power control loop of photovoltaic plant.

7. CONCLUSION

In this article, SSR damping using modulation of active
and reactive power in a high penetration photovoltaic farm is
investigated. To investigate this , the IEEE first and second
benchmark models are used for computer simulation of sub-
synchronous resonance. At first, the simulation model and modal
analysis (eigenvalue analysis) are performed for a high penetration
PV plant aggregated with a series compensated electric system
in MATLAB/Simulink. Then, for damping SSR, a WOA based
conventional SSRDC is planned and combined to the original
control loop of photovoltaic plant. Simulation results and eigenvalue
analysis for study systems showed that proposed SSRDC could
efficiently damp the sub-synchronous resonance. In the following,
to determine the PV plant best control loop and optimum point
for applying SSRDC, the WOA based SSRDC has been designed
and added to all points of active and reactive control loops of PV
plant (see Fig. 3). The simulation results and two performance
indexes (PIs) that show the settling time and overshoots have been
used to identify the best control loop and best point to apply
SSRDC. Briefly, the following results could be extract regarding
the optimum control loop and proper point.

1) For reactive power modulation, implementing the SSRDC at
point C gives the best performance compared to inserting the
SSRDC at points A and B.

2) For active power modulation, implementing the SSRDC at
point F gives the best performance compared to inserting the
SSRDC at points D and E.

3) Comparisons of simulation results and PI analysis among
active and reactive power modulation showed that both
active and reactive power modulation of photovoltaic plant
can effectively enhance the damping of the sub-synchronous
resonance. So, the operation of SSRDC on reactive power
control loop provides a better damping in comparison with
the implementation of SSRDC on PV plant active power
control loop.
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